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Consistent with previous versions, the Sth edition
of this textbook has two overall aims:

1. To introduce the fundamental principles of
research methodology and explain how these
principles are applied for conducting research in
the health sciences.

2. To demonstrate how evidence produced through
research is applied to solving problems in every-
day health care.

It is widely recognized that the advancement of
knowledge and practice in an area of health care
depends on the education of individuals who are
competent in undertaking health research and
evaluations. We recognize that only a relatively
small proportion of health sciences professionals
have the interest or the opportunity to undertake
full-blown research. At the same time, all contem-
porary health professionals participate in a ‘culture’
which privileges knowledge based on the critical
review of scientific evidence. This textbook will
enable students to participate in discussions con-
cerning health problems and scientific approaches
to treatment.

It must be emphasized that, in its Sth edition,
Introduction to Research in the Health Sciences
remains an introductory textbook. In order to
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retain the simplicity and readability of the text
we have made the following changes:

¢ Inclusion of an additional chapter which focuses

on the use of qualitative methods in health

research.

Inclusion of a new chapter for discussing system-

atic reviews and meta-analyses.

° More revision questions, in particular ones which
emphasize the utilization of research for the solu-
tion of health problems.

° Revised and updated clinically relevant research
designs such as single case studies and focus
groups.

° Expanded discussion of effect size and clinical
significance of quantitative data.

o Improvements in the presentation and formatting
of the text, in particular by updating the figures
and diagrams.

(-]

We would like to acknowledge our colleagues who
have contributed in various ways to the develop-
ment of this book since it was first published in
1988. We are grateful to our readers and students
who have made helpful comments, making this
book relevant for introducing students to health
research. We are particularly grateful to Joanna
Ng for her hard work and dedication in organizing
the text for this 5th edition.

Stephen Polgar
Shane A. Thomas
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" One

The scientific method

SECTION CONTENTS
1 Methods and health research
Discussion, questions and answers

In this section we will examine some of the basic
characteristics of the scientific method. A ‘method’,
in the present context, refers to a system for acquir-
ing knowledge and establishing its truth. Health
providers justify their theories and practices on
the grounds that they are ‘scientific’, that is, based
on scientific methodology. The scientific method
is essential for conducting research and evaluation
aimed at producing evidence, improving the effect-
iveness and cost-effectiveness of health services.

A common view of the scientific method is that
it enables us to describe, predict, explain and per-
haps to control events in the world. As an exam-
ple, consider how researchers and practitioners in
the health care system responded to the outbreak
of the acquired immuno-deficiency syndrome
(AIDS) epidemic in the early 1980s. One of the
first signs of this epidemic was the clinical obser-
vation that young men presented with a deadly
cancer (Kaposi's sarcoma) which was previously
found only in the elderly. This was the initial
evidence which indicated that further facts and
explanations were required. It was hypothesized
that the premature failure of the immune system
was responsible for the disorder. Subsequent clin-
ical evidence supported this hypothesis, leading to

a clear definition of the disease as ‘AIDS’. As more
cases of AIDS were identified it became evident
that some groups in the population were most at
risk: persons who were involved in multiple homo-
sexual relationships or who were intravenous drug
users, or those who required blood products, for
example, for haemophilia. An important develop-
ment was the confirmation of the hypothesis that
the disease was caused by a specific virus labelled
‘HIV" (human immuno-deficiency virus). On the
basis of the above clinical, epidemiological and
virological evidence it was hypothesized that the
HIV was transmitted through body fluids such as
blood or semen. In this way it became possible to
predict which practices in the population involved
a high level of risk for transmitting the virus.

The above findings and hypotheses contributed
to constructing theories of AIDS, providing sys-
tematic and integrated conceptual frameworks for
explaining the transmission and the clinical features
of the disorder. These theories also inform current
practices aimed at controlling the epidemic, such as
testing blood products for HIV, or promoting ‘safe
sex’ behaviours. The effectiveness of these practices
(at least in some countries) for containing the epi-
demic provided evidence confirming the accuracy
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of our understanding of the problem. At the
same time, we remain sceptical about certain aspects
of our theories, recognizing that there are as yet no
vaccines or pharmacological cures for AIDS.

You might have recognized that the above brief
account of attempting to contain AIDS is deficient
in an essential way: it excludes evidence concern-
ing the personal experiences and actions of per-
sons at risk of or having HIV. The above account
represented a quantitative approach to the scien-
tific method aiming to provide a mechanistic or
reductionistic explanation of health and illness.
This method is not appropriate for researching
and theorizing how persons, their families and the
community respond to health-related issues and
problems. Research methods should also include
qualitative or interpretive approaches to discover

the personal meanings involved in being at risk of or
suffering from diseases or disabilities. Qualitative
methods are also appropriate for researching the
cultural context and social construction of a dis-
order; for instance, discovering the images of
AIDS sufferers communicated by the media in a
given community.

The position taken in the present book is that the
scientific method, as applied to health care, must
include both quantitative and qualitative methods.
These methods are used to produce evidence for
solving health-related problems. Regardless of con-
troversies regarding the nature of science and its
methodology, there is a broad consensus concern-
ing the principles and rules for producing scientific
evidence. Our goal is to convey these principles
and rules to our readers.
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Introduction

Health research is a systematic and principled way
of obtaining evidence (data, information) for solv-
ing health care problems and investigating health
issues. Research is systematic in that research-
ers tend to follow a sequential process (Fig. 1.1)
and principled in that research is generally carried
out according to explicit rules. These rules or
principles constitute the method.

The primary aim of this chapter is to outline
the key characteristics of methods for conducting
enquiry. Special empbhasis is placed on method as
a means for conducting applied research and pro-
ducing the best possible evidence for solving health
problems.

The general aims of this chapter are to:

1. Define what is meant by a method, and outline
some common methods of enquiry.

2. Draw attention to some controversies concerning
the nature of scientific method.

3. Compare qualitative and quantitative approaches
to research.

4. Discuss how method is applied to conducting
health sciences research.

Methods and knowledge

Patient care involves the acquisition of a set of
specific skills, the practice of which is justified in

3
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3

Interpretation and
conclusions

Figure 1.1 ¢ The research process.

terms of a body of professional knowledge. This
body of knowledge is based on the use of appropri-
ate methods. In general the term ‘method’ refers
toasystematic procedure for carrying out an activity
and in the present context implies a set of rules
which specify:

1. How knowledge should be acquired.

2. The form in which knowledge should be stated.

3. How the ‘truth’ or validity of the knowledge
should be established.

Before we begin a discussion of the scientific
method it is useful, as a means of contrast, to look
at some of the other methodological approaches.

Authority

According to this method, knowledge is con-
sidered true because of tradition, or because an
experienced and distinguished clinician says that

Methods and health research

it is true. As a student, you are often asked to
accept statements as true because your teachers
and clinical supervisors say they are true. To main-
tain their authority, the ‘sources’ of knowledge
acquire and cultivate various signs of expertise,
such as the appellation of ‘Professor’, or encour-
age the performance of status rituals. For exam-
ple, consider the ‘Consultant’ who sweeps into a
hospital ward followed by a retinue of students,
registrars and nurses. Who would dare to ques-
tion the truth of any of the consultant’s sacred
utterances? However, there are problems with
the method of authority: what happens when the
statements arising from one authority are contra-
dicted by those made by an equally prestigious
authority? For example, say Authority X claims
that in their experience psychoanalysis is effec-
tive, while Authority Y states that the technique
is useless. How can we resolve such conflicting
claims? In practice, unless objective and accept-
able criteria for resolution can be found, we will
have unending arguments, ad hominem (per-
sonal) attacks, or in instances of some religious
or political disagreements, violence. That is, the
controversy is resolved by denigrating or silenc-
ing the dissenting authority. In contrast, the sci-
entific method emphasizes the evaluation of the
evidence for establishing the truth of conflicting
statements.

Reasoning

Reasoning is commonly used to arrive at true
knowledge. It is assumed that if the rules of logic
are applied correctly, then the conclusions are
guaranteed to be valid. As an example, let us look
at the following syllogism:

1. All persons suffering from heart disease are males.
2. Person X has heart disease.
3. Therefore, person X is a male.

Logic guarantees that the conclusion (3} is true,
provided that the syllogism is in a valid form and
the premises (1) and (2) are true. Clearly, the limi-
tation of formal (that is, ‘content-independ-
ent’) reasoning is that it works in practice only if
we have means for establishing the factual truth of
the premises. In the above example, conclusion
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(3) might be empirically false, given that the
premise (1) is factually false.

Logic and mathematics are very much a part
of science but we require strong evidence to
support the effective logic and mathematical
operations.

Intuition

Knowledge is sometimes acquired by sudden
insights which arise without conscious reasoning.
Truth is judged by the clarity of the experience
and its emotional content (the ‘Eureka!’ experi-
ence). For example, after working with a patient
without success, you might have a sudden insight
about how to change your treatment programme.
Sometimes these insights lead to new theories
and treatments. Unfortunately, even the strongest
intuitions are sometimes proven false by cold, bor-
ing facts. Newton has referred to the disappoint-
ment that occurs when a beautiful hypothesis is
destroyed by an ugly fact.

Discoveries are sometimes resisted because
they seem counterintuitive. Ignaz Semmelweis, a
perceptive and humane 19th-century physician,
noticed appalling levels of puerperal (child birth-
related) fever and maternal death at his hospital.
He argued that the infection was spread by med-
ical students and staff who went to delivery rooms
from the morgue without adequately washing their
hands. In 1848, Semmelweis introduced antiseptic
procedures in his wards and demonstrated a sub-
stantial reduction in mortality from puerperal
fever. However, his colleagues were offended by
the notion that physicians were carriers of disease.
Semmelweis was dismissed from his post, ostra-
cized by the medical establishment and died in
pitiful circumstances. Clearly, in the light of con-
temporary knowledge we can say that Semmelweis’
insights were correct, while his colleagues’ intui-
tions were mistaken. Authority, logic and intuition
all have their places in health care and research.
In a general way the scientific method can be con-
trasted with other methods in that it emphasizes
the need for evidence. What constitutes scientific
evidence and what the evidence indicates are

complex matters that are being addressed in this
book.

The scientific method and
positivism

The scientific method has crystallized over a period
of several centuries, concomitantly with the growth
of scientific research. The beginnings of modern
Western science are generally traced to the 16th
century, a time in which Europe experienced
profound social changes and a resurgence of great
artists, thinkers and philosophers. Gradually, schol-
ars’ interests shifted from theology and armchair
speculation to systematically describing, explain-
ing and attempting to control natural phenomena.
These changed circumstances allowed philosophers
such as Descartes and Francis Bacon to challenge
tenets of medieval thinking, and scientists such
as Galileo, Newton and Harvey to propose new
models of natural phenomena.

The approaches of such great thinkers had three
basic elements, which are the basis of scientific
method:

1. Empiricism. The notion that enquiry ought to be
conducted through observation and knowledge
verified through evidence.

2. Determinism. The notion that events in the world
occur according to regular laws and causes. The
aims of research are to discover these rules and
causes.

3. Scepticism. The notion that any proposition or

statement, even those by great authorities, is
open to analysis and critique.

The scientific method is represented in a sim-
ple form in Figure 1.2. This representation is con-
sistent with a view of natural science methodology
called ‘positivism’ by the 19th-century philoso-
pher Comte, as well as ‘reductionism’. Both these
terms have acquired multiple meanings in the area
of philosophy of science. Qur interpretation of
Figure 1.2 is explained below.

Cbservations Hypotheses Theories

Figure 1.2 ¢ The scientific method.



Observations, description and
measurement

Considering Figure 1.2, let us start with obser-
vations. The description of phenomena involving
the precise, unbiased recording of observations
of aspects of persons, objects and events forms
the empirical basis of all branches of science.
Observations can be expressed as either verbal
descriptions or sets of measurements (see Section
4). The perceptions of the investigator must be
transformed into descriptive statements and meas-
urements that can be understood and replicated
by other investigators. Some research is based
on observation made with instruments (such as
recording electrodes, microscopes and standardized
clinical tests), while other research calls for obser-
vation unaided by instruments. Although advances
in instrumentation have contributed enormously
to scientific knowledge, the use of complex instru-
mentation is not a necessary feature of scientific
observation. Rather, the key attributes of scientific
observation are accuracy and replicability by other
scientists. When observations are appropriately
summarized and are confirmed by others, they
form the factual bases of scientific knowledge.

Generalization and induction

Statements representing observations or meas-
urements are integrated into explanatory systems
called hypotheses and theories. The logic under-
lying scientific generalizations is called induction.
Induction involves asserting general propositions
(hypotheses, theories) about a class of phenomena
on the basis of a limited number of observations
of select elements. For example, having observed
that penicillin is useful for curing pneumonia in a
limited set of patients, we make the generalization
‘The administration of penicillin cures pneumonia
(in all patients)’.

Hypotheses

The statement ‘The administration of penicillin
cures pneumonia’ is an example of a hypothesis.
Scientific hypotheses are statements that specify
the expected nature of the relationship between
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two or more sets of variables. In this instance, the
first variable relates to the administration of peni-
cillin and the second variable is related to changes
in clinical observations or measurements concern-
ing pneumonia. As we shall see in subsequent sec-
tions, an important feature of scientific hypotheses
is that the terms used must have clear-cut, observ-
able referents. When these hypotheses acquire
strong empirical support, they may be called laws.

Theories

Scientific theories are essentially conjectures
representing our current state of knowledge about
the world. Hypotheses are integrated into more
general explanatory systems called theories. A the-
ory will clarify the relationships between diverse
classes of observations and hypotheses. For exam-
ple, a theory to explain why drugs called antibiot-
ics are effective in curing some infectious diseases
integrates evidence from diverse sources such as
microbiology, pharmacology, cell physiology and
clinical medicine. Other examples of theories are
the heliocentric theory of the solar system, the
DNA theory of genetic inheritance, and the neur-
onal theory of central nervous system functioning.
It is an essential feature of scientific theories that
they are statements based on the correct use of
language and logic. Some theories entail a model
(see Fig. DI1.1, p. 16), which is a mathemati-
cal or physical representation of how the theory
works. In this way, theories specify the causes of
events and provide conceptual means for predict-
ing and influencing these events. In health care,
theories are important for explaining the causes
of health and illness and predicting the probable
effectiveness of treatment outcomes.

Deduction

A scientific theory should lead to a set of empiric-
ally verifiable statements or hypotheses. In add-
ition to being generalizations based on evidence,
hypotheses are also deduced logically from the
statements and/or mathematical models which
specify the causal relationships postulated by the
theories. For example, if we hold the theory that
the patterns of activity of a set of neurones in the
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occipital lobe mediate visual sensation in humans,
then the hypothesis follows that the activation
of these neurones (say, by electrical stimulation)
will lead to the report of visual sensations. Such
hypotheses have been the bases for subsequent
spectacular clinical advances such as artificial vision
through cortically implanted electrodes.

Controlled observation

It is desirable that hypotheses are tested under
controlled conditions. The aim of control is to
discount other competing hypotheses for explain-
ing the predicted phenomenon. For example, if
we intend to show that occipital lobe stimulation
causes the visual sensations, we must show that
we are controlling for any type of brain stimulation
causing such changes. Conversely, we would need
to show that occipital lobe stimulation does not
lead to a host of other types of sensations. Only by
discounting alternative explanations through con-
trol can we have confidence in the relevance of our
observations for our research hypothesis. Of course
control must be ethical, as we shall see in later
chapters.

Verification and falsification

An essential characteristic of a scientific propos-
ition is that it should be ‘falsifiable’. That is, there
should be a clear empirical outcome that could,
if found, show that the proposition was false. For
example, consider Einstein’s hypothesis that E =
mc?. If laboratory researchers found that the energy
locked up in matter corresponded to, say, E = mc3,
then Einstein’s hypothesis would be shown to be
false. This seems not to have happened yet, so that
E = mc? is falsifiable but not false. After the evi-
dence has been collected, the investigator decides
whether or not the findings are consistent with the
predictions of the hypothesis. If the hypothesis is
supported by the evidence, then the theory from
which the hypothesis was deduced is strengthened
or verified. However, when the data do not sup-
port the hypothesis, the related theory is falsified.
If a theory can no longer predict or explain evi-
dence in its empirical domain, it becomes less use-
ful and is usually later discarded in favour of new,

more powerful theories. Therefore, scientific theo-
ries are not held to be absolute truths, but rather
as provisional explanations of available evidence.
The application of the above process has
contributed to the spectacular growth of scientific
knowledge. Observation and measurement, facili-
tated by new instrumentation, resulted in the dis-
covery of an enormous number of accurate and
reproducible facts about health and illness. New
facts both challenge existing theories and call for
the creation of novel, more powerful theories. The
new theories serve as impetus for more research,
resulting in new instrumentation and observations.
Advances in scientific knowledge have been applied
to creating new technologies, which in turn
contribute to new discoveries and advances in sci-
entific knowledge. For example, the invention of
computers was possible because of advances in
electronics, chemistry and mathematics. In turn,
the use of computers is now contributing to mak-
ing and summarizing scientific observations or for-
mulating explanatory models. In addition, the use
of computers as information-processing systems
has generated useful metaphors for theoretical
advances, such as explaining the human brain and
mental functioning. In this way, the scientific
method contributes to advancing theory and prac-
tice, helping us to describe, explain, predict and
sometimes control the world in which we live.

Controversies concerning
the nature of method:
post-positivism

The above description is not the only interpreta-
tion of scientific method. Rather, there are good
reasons why the positivist view of the scientific
method was challenged in the second half of the
20th century.

First, the scientific method is a set of rules
devised and applied by philosophers and scien-
tists. They are not eternal truths, but conventions
believed to be useful for conducting scientific
enquiry. In this way, not only the content but also
the methodology of science is open to criticism,
debate and change.

_u?[



Second, the interpretation of what constitutes
the scientific method is an activity pursued by
philosophers of science and epistemologists. In
exploring different conceptual frameworks (real-
ism, instrumentalism, anarchism, idealism, etc.)
concerning the nature of reality and knowledge,
philosophers generate unending controversies over
the nature of the scientific method.

Third, advancesin science contributed to changes
to our methods and the ways in which we explain
the world. For example ‘quantum theory’ and the
‘theory of relativity’ challenged the mechanistic,
clockwork-like view of reality. Modern theories of
physical reality are fuzzier and more probabilistic
and the observers are not seen as being outside the
phenomena they are studying.

The following ideas represent key aspects of the
post-positivist view of scientific methodology.

The theory-dependence of
observation

Critics such as Chalmers (1976) argued that it is
simplistic to believe that observations are made
independently of theoretical notions held by the
observer. The observer is selective with regard to
what is recorded as evidence. Our observations
and facts are ‘theory-dosed’, that is, theories spe-
cify what observations are of importance and what
aspects of these observations should be recorded or
ignored. Schatzman & Strauss (1973) put this point
elegantly when they stated that the researcher
‘harbours, wittingly or not, many expectations, con-
jectures and hypotheses which provide him with
thought and directives on what to look for and
what to ask about’. For instance, in observing the
electroencephalogram (EEG) of an epileptic patient,
our perception is guided by theories of the elec-
trical activity of the brain and the nature of brain
pathology. We will also hold ideas about how the
EEG machine works (for example, electrode sen-
sitivity, amplification, etc.) and identify artefacts
in the evidence. What is observed as evidence of
epilepsy by an expert could be perceived as mean-
ingless squiggles by a naive observer. We shall take
account of this point later in this book, when we
discuss the reliability and validity of measurement.

Methods and health research

The validity of induction

Philosophers of science have questioned the logical
validity of making general claims on the basis of
a limited set of observations. To quote Chalmers
(1976): ‘any observational evidence will consist of
a finite number of observation statements, whereas
a universal statement makes claims about an infi-
nite number of possible situations’.

For example, we might have observed that the
administration of penicillin cured pneumonia in
1060000 patients. This does not necessarily guar-
antee the logical ‘truth’ of the universal state-
ment ‘penicillin cures pneumonia’, or that patient
number 100001 will be cured. We will look at
the theories-related issue of generalization from
samples in this book. Scientific theories are seen
as probabilistic, in the sense that new, inconsist-
ent evidence might emerge in the future, chal-
lenging the generality of the theory. Also, it has
been argued by some philosophers of science that
hypotheses need not be based on induction, but
may arise from any source, provided that they
have falsifiable empirical consequences.

What constitutes falsification?

It was stated earlier that when novel empirical
evidence is inconsistent with the predictions of a
theory, the theory is ‘falsified’ and is eventually mod-
ified or discarded. Commentators such as Lakatos
(1970) argued that theories are not, in practice, so
readily modified or discarded by scientists. Rather,
they are structures which have an inner hard core
of propositions protected by an outer belt of aux-
iliary, modifiable hypotheses. Evidence inconsist-
ent with predictions based on the theory results
in the modification of auxiliary hypotheses, rather
than discarding the ‘core’. Consider, for example,
the ‘germ’ theory of infectious disease, on the basis
of which one would predict that penicillin (which
kills germs) will cure bacterial infections. Suppose
that we administer penicillin to a number of patients
with an infectious disease and find, contrary to
what was predicted, no clinically useful changes.
On the basis of this falsification, will we discard the
germ theory of disease? No. Rather, we will utilize
an auxiliary hypothesis to explain our findings, such
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as ‘the development of penicillin-resistant bacteria’.
The methodological issue which remains contro-
versial is the logical basis for discarding one theory
and accepting its rival (see Feyerabend 1975). As
we shall see, we judge the outcome of a research
programme in the context of an overall pattern of
related findings and theories.

Science and the cultural
context

Science as a human activity

An important aspect of post-positivism has been
the recognition that human values are an integral
part of scientific inquiry. Scientific enquiry is con-
ducted in particular social settings, by individuals
with personal aims and values. Some more recent
formulations of methodology take into account the
social and interpersonal conditions which influ-
ence scientists’ professional activities (Feyerabend
1975, Kuhn 1970). In this text, we will pay atten-
tion to social values, in the context of ethical con-
siderations for designing and conducting research
(Ch. 2). Also, we recognize that the formula-
tion of hypotheses and theories are creative acts,
rather than the outcomes of the automatic appli-
cation of induction. In this way, the questions
asked by health researchers and the ways in which
they explain their findings are influenced in subtle
ways by the cultures in which they live and work.

To understand the nature of scientific research
in general, and health research in particular, it is
useful to examine how they fit into an overall social
context. That is, the way in which persons living
in a society view health and illness and the ways in
which health workers carry out their professional
roles influence the range and scope of health care
research (e.g. Taylor 1979). Until recently, the
‘medical model’ was by far the most dominant
approach to understanding illness in Western
society. Briefly, in terms of the medical model, ill-
ness is represented by a particular lesion or dys-
function within the human body. The role of the
health professional is to identify the location and
nature of the lesion or the clinical imbalance and
to implement appropriate measures to correct

the problem. The patient is assigned a rather pas-
sive role in this process, being the ‘locus’ of the
lesion or imbalance and a person complying with
the health professionals’ recommendations. In the
context of the medical model, the most appropri-
ate research is seen as that which improves the
technical effectiveness and, therefore, the social
power of the health professional.

In Western society the medical model has been,
and will continue to be, an influential model for
guiding clinical practice and health research. Never-
theless, there have been gradual changes in health
care that require the questioning of the generality
of the medical model for the following reasons:

1. There have been important changes in the roles
and status of health professionals such as nurses,
occupational therapists, physiotherapists, speech
pathologists and podiatrists. Rather than taking
an ancillary, paramedical position, these indi-
viduals are becoming directly and independently
responsible for a broad range of health care func-
tions, including prevention, assessment, therapy
and rehabilitation. However, the perspectives and
practices of these health professionals are
at times quite different from those involved
in the medical model and may require quite dif-
ferent approaches to research and theory. The
gradual establishment of university-based edu-
cation for these professionals has provided
an increased opportunity for relevant research,
which is not necessarily guided by the medical
model.

2. From the 1970s onwards it had become evident
that there had been a significant increase in the
cost of health care, in part due to the adoption
of very expensive diagnostic procedures and the
increasing trend for specialization among medical
practitioners (Taylor 1979). Attempts to contain
health care costs have resulted in several lines of
approach, including:

(a) increased focus on preventive heaith care, as
shown by anti-smoking campaigns, or drink
driving legislation to contain the incidence of
road trauma

(b) increased efforts to enhance the cost-
effectiveness of current treatment strategies;
for example, by improving communications
between clinicians and patients or managing
patients’ fears concerning treatments through
the application of psychological techniques

(c) increased support for self-help groups and
community-managed health centres with




a more active involvement of individuals in
understanding and managing their own
health.

3. Preventive and educational approaches require
somewhat different views of the client and the
professional to that implicit in the medical model.
In turn, research is required which can clarify the
relationships between community lifestyles, indi-
vidual behaviours, health and illness and general
economic and social circumstances (e.g. Gardner
1989).

The more holistic approach, which also informs
health care research, is called the psychosocial or
biopsychosocial model (Engel 1977), and currently
has had considerable influence in how we concep-
tualize health care and how we plan and carry out
research. At the same time, the medical model
strongly based on positivist thinking remains influen-
tial in research aimed at understanding the workings
of the human body and improving the technical
aspects of health care.

Pragmatism: the combined use
of quantitative and qualitative
methods

Not all scholars agreed with the notion that quali-
tative and quantitative methods could be logically
combined. The controversy was resolved on prag-
matic grounds; both methods are needed to solve
applied problems in areas such as health care
(McGartland & Polgar 1994).

Pragmatism is a system of philosophy that avoids
speculation about nebulous abstractions such as
‘The Truth’; rather it defines truth as what works
(Tashakkori & Teddlie 1998). A pragmatic, problem-
solving approach is followed in the present book,
emphasizing the need for both qualitative and
quantitative methods for effectively solving health
problems.

The introduction of a biopsychosocial approach
has raised questions about the combination of
methodologies relevant to health sciences research.
‘We perceive patients or clients in two different but
interrelated frameworks: first, as broken down or
malfunctioning biological systems; and second, as
persons, like ourselves, living in a society and who
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are attempting to make sense of and cope with
their particular health care problems.

As argued earlier, the first view informs a reduc-
tionist or quantitative approach to research and
knowledge. That is, we view our patients object-
ively, as natural objects, and attempt to identify
and measure important variables which represent
the causes and expressions of a clinical condition.
We develop models and theoretical frameworks
which systematically explain how these variables
are interrelated and undertake therapeutic actions
which serve to diminish the variables representing
illness or disability. Our therapeutic actions are the
technical applications for our scientific theories;
their outcomes and effectiveness should be tested
under controlled conditions.

The second view informs a qualitative or inter-
pretive approach to research and knowledge. We
view our patients as persons and attempt to gain
insights into their subjective experiences and the
reasons for their actions in particular situations. We
develop theories for interpreting the nature and
development of their personal points of view, and
to inform our therapeutic actions so that they seem
meaningful and appropriate to our patients.

Take, as an illustration of the above approaches,
a patient with cancer. In a quantitative analysis we
attempt to quantify the problem by using appro-
priate instrumentation which measures variables
such as the size and location of the tumour and the
extent of its spread within the organism. Consistent
with current theories of the nature of cancer,
various techniques such as surgery, radiology or
chemotherapy might be brought into play, the
effectiveness of which will be judged in terms of
controlling specific variables associated with the
condition, such as levels of pain, weight or time of
survival of the patient.

With a qualitative perspective, we may address
the meaning of the condition from the patient’s
personal point of view, within the context of his or
her family setting and social circumstances. That
is, the patient’s value systems must be clarified
and understood before actions such as assessments
and therapeutic actions are undertaken. Enquiry
might uncover conflicting values, for instance,
concerning the implementation of a programme of
chemotherapy. From the clinician’s point of view,
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a radical programme of chemotherapy might seem
appropriate, as probably quantitatively extend-
ing the patient’s life by several years. However,
from the patient’s point of view, the quality of life
under chemotherapy might seem inadequate, and
also they might not wish to be a burden on their
families. Clearly, both in clinical practice and in
related research, evidence from both quantitative
and qualitative enquiries should be integrated to
ensure effective health care.

Although there are differences in how health
scientists approach problems, Figure 1.1 shows
the sequence of procedures commonly involved in
quantitative research. You will find that the organ-
ization of this book follows the sequential stages
of the research process, as outlined below.

1. Research problems and questions. The first step
in problem solving is to state, clearly and unam-
biguously, the problem which we are attempting
to solve. In general, research problems reflect
both the unmet health care needs of patients
and opportunities created by new theoretical and
technological advancements for improving health
care. Having identified a problem (or opportu-
nity) our next step is to ask the ‘right’ question.

A well-formulated research question will guide
the research project for producing the evidence
to answer the question and solve the research
problem.

2. Planning. As we shall show in Section 2, research
planning involves selecting appropriate strat-
egles and measurements to answer questions or
to test hypotheses. It will be argued in Chapter
2 that planning must take into consideration
previous research evidence as well as ethical and
economic factors before the appropriate research
strategy and measurement are selected, and the
precise research hypothesis or aim is stated.

3. Research design. The usefulness of research
depends on plans specifying appropriate sam-
pling methods for ensuring the generalizability of
the results. Appropriate designs are selected to
ensure controlled observation in order to demon-
strate causal relationships.

4. Data collection. The next step in the research
process is collection of data. We will examine
data collection methods commonly employed in
qualitative and quantitative health research and
the appropriate ways of carrying out measure-
ments, and different types of measurement scales
available for research and clinical assessment.

5. Organization and presentation of the data. Section
5 introduces descriptive statistics representing
the conventions for summarizing and describing
the data. Chapters 13-16 examine basic con-
cepts in this area, outlining how graphs and vari-
ous descriptive statistics are used to condense
and communicate research and clinical findings.
The presentation and analysis of qualitative data
will be discussed in this text.

6. Data analysis. Data analysis involves applying the
principles of probability for calculating confidence
intervals and testing hypotheses. The area of
inferential statistics, involving decisions con-
cerning whether the data support experimental
hypotheses, is outlined in this text.

7. Interpretation of the evidence. The final step in
any research project involves interpreting one's
findings. The findings may support existing theor-
ies or practices, suggest that new techniques
may be more effective, or suggest new theoretical
notions that are more able to explain phenomena.
It is rare that the findings from any single research
project are completely definitive, and often the
results may suggest the need for further investi-
gation in related subject areas or contexts. This
issue will be examined in Sections 6 and 7.

8. Publication. For research to be scientifically
meaningful, investigators must present their
results in professional journals and at confer-
ences. Research findings become part of
scientific knowledge only if they stand up to meth-
odological critique and replication. We will discuss
conventions for preparing publications and outline
steps for critically evaluating published research.
Finally, in this text we will see how evidence from
various related publications can be synthesized
for guiding evidence-based practices.

Research and clinical practice

Research methods cover a wide variety of skills
and techniques aimed at the methodologically
valid investigation of questions of interest to the
researcher. These methods of enquiry are not
restricted to research laboratories, nor need they
involve expensive equipment or large research
teams. Rather, these methods imply an approach
to stating and answering questions in any setting.
Applied research in the health sciences focuses
on issues such as the prevalence and causes of ill-
ness, the usefulness and accuracy of assessment
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techniques, or the effectiveness of treatments.
Applied research which is published aims at pro-
ducing findings that are of general interest to
groups of professionals working in the health field.

Research methods interact with health practices
in multiple and mutually productive ways. An
important general aim of this textbook is to discuss
the relationships between theories, practices and
the ways in which research methods contribute to
improvments in health care. The term ‘evidence-
based medicine’ has been defined by Sackett et al
(2000) as ‘... the integration of best research
evidence with clinical expertise and patient val-
ues’. Evidence-based health care (EBHC) is a
contemporary movement aimed at ensuring that
health services are based on the best available
scientific and clinical evidence. The fundamental
question which is explored in this book is ‘what
constitutes best research evidence?’ The evidence
is, of course, produced by applied health research
conducted in accordance with the principles of
the scientific method. Clearly if you expect to
participate in the programme of EBHC you will
need to understand research methods sufficiently
for making informed and critical judgments con-
cerning the quality of the available evidence.

Finally, we need to keep in mind that the
research is produced by the hard work of men
and women who were undergraduate students,
just like you. Ultimately it will be up to you (as
nurses, podiatrists, physiotherapists, speech patho-
logists and occupational therapists) to carry out
the research which underpins the effectiveness,
advancement and prestige of your profession. If
not you, then who?

Summary

There are several common methods used for
acquiring, stating and establishing knowledge. The
scientific method is one of these and it underpins
the validity of diagnoses and clinical interventions
in Western health care systems. The scientific
method is concerned with applying a set of rules
or conventions that will allow us to produce scien-
tifically valid knowledge. These rules specify how
observations should be made, and how theories
and hypotheses should be stated and evaluated.

12
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Theories and hypotheses obtained and veri-
fied through scientific enquiry are not held to be
absolutely ‘true’. An inherent part of the scientific
approach is scepticism regarding both the contents
of knowledge and the underlying methodology. We
have pointed out that there are controversies con-
cerning what constitutes scientific methodology.
It was argued that the scientific method is directly
applicable to conducting research in the health sci-
ences. In general, the stages for research include
planning, stating aims or hypotheses, and formu-
lating designs; collecting, summarizing and ana-
lysing the data; and drawing conclusions. This
process can be applied to ensuring advances in
health care and to problem solving in specific
clinical settings. EBHC is a current approach to
using best available research evidence for deliv-
ering health care. There is a close relationship
between professional practices and health sci-
ences research. The rest of the book is organized
to follow the stages involved in performing and
applying health research.

Self-assessment

Explain the meaning of the following terms:

authority

data

deduction
determinism
empiricism
evidence-based health care
falsification
hypothesis

induction

intuition

observation
positivism
post-positivism
pragmatism
qualitative
quantitative
rationalism

research programmes
scepticism

theory



True or false

1.

2,

10.

11.
12.

13.

14.

185.

16.

17.

18.

19.

20.

A ‘method’ specifies how knowledge should be
acquired, stated and tested.

Very strong intuitions always turn out to be
true.

The method of authority depends on the status
and credibility of the source.

When a syllogism is in a valid form, the con-
clusions should be factually true provided the
premises are true.

Rationalism calls for correct reasoning for
acquiring truth.

The case of Ignaz Semmelweis illustrates that
medical decisions are based on the scientific
method.

Scepticism refers to the notion that all know-
ledge is false.

Empiricism refers to the notion that events in
the world occur according to regular laws and
causes.

Scientific observations are different from ordin-
ary observations because they depend on the
use of instruments.

Scientific observations must be recorded as
numbers.

Hypotheses are unproven theories.

Hypotheses are statements which specify the
nature of the relationship between two or more
sets of observations.

The logic underlying scientific generalization is
called induction.

Scientific theories represent notions of natural
events and their causes.

A good scientific theory is one that, in principle,
cannot be falsified.

Controlled observation aims to identify the
causes of events.

Scientific theories should enable the deduction
of empirically verifiable hypotheses.

When the empirical evidence is found to be
consistent with the implications of a

hypothesis, we can say that the theory from
which the hypothesis was deduced is absolutely
true.

When we say that a theory was falsified, we
mean that hypotheses deduced from it were not
supported by empirical evidence.

We can question the content but not the meth-
odology of science.

Self-assessment

Multiple choice

1. A scientific theory is a set of statements:

a conforming to the rules of logic

b explaining the relationships which pertain
among apparently diverse phenomena

¢ which lead to empirically testable
hypotheses

d all of the above.

. The statement ‘Persons who are highly anxious

do not perform well on learning tasks’ is:

a atheory

b a hypothesis

c false

d in principle empirically untestable.

A scientific hypothesis:

a should be verified through the use of logic
and disputation

b should be open to empirical verification

¢ cannot arise through intuition

d aandec.

. The results of scientific research:

a should be made available for critique and
replication

b should not be used to support existing
theories

¢ must be obtained under controlled laboratory
settings

d must conform to public expectations about
the outcome.

. Descriptive statistics:

a are based on the principles of probability

b represent conventions for planning research

¢ represent conventions for summarizing and
organizing data

d specify the selection of appropriate measure-
ment scales.

. The scientific method is a set of rules

specifying how:

a scientific knowledge should be acquired,
stated and tested

b scientists should conduct their life

¢ society should conduct its affairs

d all of the above.

. Authority, as a method, is:

a no longer relevant to the conduct of health care
b the fundamental source of the scientific
method

. € neitheranorb

d both a and b.

13



10.

11.

12.

A therapist without formal medical qualifications

treated cancer patients using an ‘alternative’

regimen of herbs, massage and meditation. Say

that there is no scientific evidence available that

such a treatment is effective. It follows that:

a the treatment was ineffective because it lacks
scientific evidence

b the treatment was ineffective because the
practitioner was unqualified

¢ bothaandb

d neither a nor b.

. As evidence for the effectiveness of the

treatment, the therapist provides 100 signed

statements from current or former patients

claiming that they were satisfied with the

treatment. One reason such evidence lacks

scientific validity is that:

a the opinions of patients cannot, in principle,
constitute scientific evidence

b it was not acquired in a manner consistent
with the principles of scientific observation

€ we cannot, in principle, generalize from only
100 observations

d it pertains to an ‘alternative’, non-scientific
treatment regimen.

In the context of the scientific method, evidence

which would be most indicative of the effective-

ness of the treatment would be:

a the support of medically qualified people

b the argument that each patient has the right
to select their own form of treatment

¢ that the survival times of the patients were
better than those of equivalent patients being
treated with conventional therapies

d that the patients were willing to pay money to
receive the treatment.

The statement ‘If my theory of schizophrenia is

true, then the sun will rise tomorrow morning’ is:

a probably based on the invalid use of
deduction

b untestable

¢ based on the method of authority

d aandb.

According to an astrologer, people who were

born under a particular star sign are ‘basically

kind and very intelligent, although because of

their modesty, not sufficiently appreciated by

others’. To test the truth of this statement, the

astrologer asks a group of individuals if this

description fits their personality; 95% of the

sample agrees that the description is accurate.

One of the problems with this enquiry is that:
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a astrology is inherently false, therefore the
evidence must be wrong

b ‘personality’ is inherently a misunderstood
concept

¢ inthis case a 100% agreement is required for
acceptable evidence

d itis contrary to the principles of controlled
observation.

The notion that facts are ‘theory-dependent’

implies that:

a what is recorded as evidence is independent
of the event being studied

b theories and hypothesis have no relationship
to empirical observations

¢ what is recorded as evidence can be influ-
enced by the theoretical notions of the
observer

d only our minds exist, rather than a material
world.

Lakatos argued that:

a theories are discarded only when their *hard
core’ of propositions are falsified

b a‘belt’ of auxiliary hypotheses protect the
fundamental ‘hard core’ propositions of a
theory

¢ theories cannot be refuted or falsified on the
basis of empirical evidence

d both a and b.

Which is the least controversial statement con-

cerning the scientific method?

a There is only one acceptable form of the
scientific method independent of the phenom-
enon being investigated.

b Scientific theories are derived from the use of
induction, rather than creative insights.

¢ The principles of the scientific method can
be usefully applied to conducting health
research.

d Scientific enquiry is conducted independently
of the personal values and social environment
of scientists.

. Which of the following problems might be best

approached through the scientific method?

a The clinical effectiveness of a new instrument
needs to be evaluated.

b The hospital budget is cut by 10%.

¢ Personnel refuse to staff an abortion clinic on
moral grounds.

d The nursing staff go on strike.



Section One

Discussion, questions

and answers

These questions ask you to examine issues con-
cerning the applications of the scientific method
to various aspects of health sciences research.
Unlike the multiple choice and true or false ques-
tions, these discussion questions do not necessar-
ily have a single correct answer. Rather, they are
aimed at promoting a critical, integrative view of
conducting research.

Our first discussion question involves theories
and examines the relationships between theories,
models, hypotheses and empirical observations.
Theories are conceptual frameworks (as we dis-
cussed in Ch. 1) integrating a range of related
observations and explanatory hypotheses. We may
deduce empirically testable hypotheses from our
theories.

On the basis of observations, in particular when
the observations are carried out under controlled
conditions, we establish the probable truth of our
hypotheses, and thereby support or falsify the
theories which were originally the sources for the
hypotheses.

Some theories include models which represent
specific aspects of a theory. Models are used to
explain real situations and predict novel empirical
outcomes. Models can be as follows:

1. Physical models. These models are constructed
from materials, for example a ‘pump’ mode! of
the heart for showing how the circulatory system

works, or a construction of the DNA molecule to
show how different nucleotides are organized in
order to replicate genetic information.

. Mathematical models. These models contain a

series of equations that represent our theoretical
interpretations of real-life situations. For example,
epidemiologists may employ mathematical mod-
els to predict how a given epidemic might spread
in a population, or a physiologist may employ a
mathematical model of neuronal membranes to
predict the behaviour of action potentials in a
neurone. When our theories and related models
are sufficiently detailed and well formed, we may
use these in simulation research. We now use
computers, which are capable of carrying out the
complex calculations necessary for the simulation
of a real-life situation and predicting numerical
outcomes.

. ‘Paper and pencil’ models. Often, our theories are

not sufficiently detailed to allow precise numerical
predictions. Here the models are ‘sketches’

of a particular system, defining the key elements
of the model and showing how these elements
interact to produce various outcomes. Such mod-
els enable us to make testable predictions con-
cerning the effects of variables as shown by the
following model (Fig. D1.1) of the ‘gate control
theory’ of pain (Melzack & Wall 1965). (Note that
for teaching purposes this model is an incomplete
and modified representation of the original. If

you are interested in understanding pain prob-
lems, you should consult Melzack & Wall's
original work.)
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L V
Higher levels of
CNS; elaborating

s pain experience

Figure D1.1 » Model of spinal gating of nociceptive input
(adapted from Melzack & Wall 1965). See text for details.

Elements of the systems

(a) L: ‘Large’-diameter axons of receptors, which
convey information concerning mechanical
stimuli, such as pressure and vibration.

(b) S: ‘Small’-diameter axons of receptors, which
convey information concerning noxious (tissue-
damaging) stimuli.

(c) SG: Neurones within the substantia gelatinosa
(SG) of the spinal cord. These receive converging
information from L and S axons. The SG neurones
control, or gate through pre-synaptic inhibition,
the information flowing through to the T neurones.

(d) T: Transmission neurones in the spinal cord,
which receive information from both L and S
axons. The pattern of activity of T neurones is
projected to higher levels of the central nervous
system (CNS), where this information is elabo-
rated into the experience of pain.

(e) A: Synapses, which may be either excitatory (+)
or inhibitory (—). Excitatory synapses increase,
while inhibitory synapses decrease the activity of
the post-synaptic neurones.

{(f) —: Arrows showing the direction of the informa-
tion flow; in this case from the periphery towards
the spinal cord and, subsequently, to higher
levels of the CNS. The activity of large fibres (L)
stimulates the gating mechanism (SG) which
serves to inhibit nociceptive information con-
veyed by S axons to the T neurones.
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The above model is an attempt to produce a
representation of the events which take place in
the mammalian nervous system when receiving
and processing nociceptive input at a spinal cord
level. The ‘gate control’ model integrates a broad
range of research in the neurosciences and has
been applied to explain aspects of pain control in
clinical settings.

Questions

After this rather prolonged introduction to the
model, we are ready to ask questions about how
it may be applied to explaining and predicting
observations about pain.

1. Use the above model to describe what happens
in the nervous system during noxious (tissue-
damaging) stimulation.

2. How would we use controlled observations to
demonstrate that small (S), rather than large
(L), neurones convey nociceptive information?
(Assume that we have instrumentation for meas-
uring the activity of single neurones in response
to different kinds of stimuli.)

3. Explain how we would use evidence obtained
by recording the activity of single neurones to
demonstrate that T neurones are in fact involved
in nociception.

4. Describe the effects of large (L) and small (S)
axons on the activity of SG neurones.

5. Explain the mechanism by which SG neurones
function as a ‘pain-gating’ system.

6. Propose a hypothesis for predicting the effects
of selectively damaging T neurones on subse-
quent pain experience.

7. Propose a hypothesis for predicting the effects
of damaging large axons (L) on subsequent pain
experience.

8. A virus is identified which damages SG neur-
ones. As a hypothetical case, imagine that
people who have this virus report greatly reduced
pain sensitivity. What would be the implication
of this observation for the validity of the gate
control theory of pain?

9. Would you discard the gate control theory
on the bases of the hypothetical observations
described in question 8?7 Explain.

10. A clinical technique called transcutaneous
electrical nerve stimulation (TENS) for reliev-
ing pain involves the gentle peripheral electrical
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stimulation of painful areas. Explain in terms of
the model how TENS might work to reduce pain.
(Hint: TENS does not directly reduce the activity
of S axons.)

Answers

1. Small-diameter S axons convey nociceptive

information towards spinal cord neurones,
including the SG and the T neurones. The

SG neurones are inhibited through nocicep-

tive inputs while the T neurones are excited by
the stimulation. Information concerning tissue
damage is then conveyed by the axons of the T
neurones to higher levels of the CNS. There it is
elaborated into the experience of pain.

. By showing that the activity of T neurones is
correlated to the levels of peripheral noxious
stimulation.

. Mechanical stimuli — show that S axons are not
responsive while L axons change rate of activity.
Noxious stimuli - show that S axons change rate
of activity while L remain unresponsive.

. Large axons excite (increase the rate of activity
of SG neurones) while small axons inhibit the
rate of activity of the SG neurones.

5. The SG neurones inhibit the effect of the S axons

on the T neurones. As L axons excite the SG
neurones, the action of L fibres is to ‘close’ the
pain gate. The S fibres ‘open’ the pain gate by
inhibiting the SG neurones. In effect, the model
is telling us that mechanical stimulation, such

10.

as gently scrubbing an injured area, will reduce
nociceptive input. Conversely, noxious stimula-
tion seems to maintain the effects of subsequent
nociceptive inputs.

. The T neurones are crucial for transmitting noci-

ceptive information to higher levels of the CNS.
Hypothesis: selectively damaging T neurones
will reduce or eliminate pain experience following
nociceptive stimulation.

. Damage to L axons will result in reduced excita-

tory stimulation of the SG neurones, opening the
spinal gate to noxious stimulation. Hypothesis:
damaging L axons would increase the pain expe-
rienced following nociceptive stimulation.

. As the model proposes that SG neurones are

involved in the gating of noxious stimuli, we
would predict that damage to the SG neurones
would increase pain sensitivity. Reduced pain
sensitivity is evidence which would falsify the
gate control theory.

. Probably not; as we discussed in the context

of Lakatos’ ideas. Theories have a ‘protective
belt’ of assumptions, which means that a single
empirical falsification need not result in the rejec-
tion of the theory. In this case, we may look for
additional effects of the virus; say in destroying
CNS tissue involved in elaborating pain experi-
ence. However, in the long run, such disconfir-
mations will lead to discarding the theory.

In terms of the model, TENS works by stimulat-
ing the L axons, and thereby ‘closing’ the pain
gate, as outlined in questions 4 and 5.
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The first stage of research involves the detailed
planning of the project. The plan for what is to
occur in the project is written up in a document
called the research protocol. Before the research
project may proceed, the protocol is examined by
ethics committees and funding bodies to ensure
that it conforms with general methodological and
ethical principles. The three chapters of Section 2
aim to outline the basic considerations for the
successful preparation of a research protocol.

The primary reason for carrying out a research
project is to obtain empirical evidence that will
advance theory and practice in the health sciences.
Before all else, we must be sure that we are ask-
ing the right questions, that is, raising issues and
problems which are central to progress in contem-
porary health care. We must convince the critical
reader that our aims or the hypotheses which we are
attempting to resolve are of central importance.
Asking the right research questions depends on
being creative, for example identifying previously
ignored patterns in the data, or the construction of
novel theories that predict new, as yet unobserved
phenomena. Of course, we are not suggesting that

researchers are geniuses, or that only brilliant,
ground-breaking research is funded. Much impor-
tant research is carried out by perfectly ordinary
men and women who are interested in their
patients and their problems, who have a good
knowledge of their professional practices and who
understand research methods.

To justify the research proposal it is necessary
to write a 'literature review'. The literature review
is a summary and critical evaluation of previous
research and theory relevant to the problem we
are intending to investigate. In this way the litera-
ture review provides both a conceptual background
for our proposal and justifies the need for further
empirical evidence by identifying ‘gaps’ in our
knowledge.

The proposed research may be descriptive, for
example collecting information concerning health
needs of a community and/or the impact of illness
or injury on a group of patients. In Chapter 3,
non-experimental research strategies are described.
Non-experimental research which includes both
quantitative and qualitative surveys (Section 3)
aims to provide a clear picture or description of the
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health of individuals, groups or whole communities.
Experimental research strategies are appropriate
when we are testing hypotheses about the causes of
illness, and when we attempt to gain control over
extraneous variables which may influence treatment
outcomes. The notions of causality and control
are central for health research and are explored
in Chapter 4. Of course, when we write a research
protocol, we must be sure that we select the
appropriate research strategy.

No research can proceed unless it is judged to be
ethical by an appropriate committee. A research
proposal is judged ethical if it conforms with our
rules and values concerning caregiving. These
rules and values are made explicit in documents
representing the standards of professional groups
and of institutions (e.g. hospitals, universities and
research councils). The research protocol must be
described in sufficient detail so that a decision can
be made as to whether any harm might occur to
participants in the research project.

Economic considerations, or the availability of
resources, also have a strong influence on research
planning. For example, you may have designed a
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qualitative research project which involves 100
‘in-depth’ interviews with persons suffering from a
disorder. Say you have only one year and a very
limited amount of money to complete your project.
You would be advised either to reduce your sample
size or, if this is not possible, change your topic.
Ethics or funding committees will only approve
projects which can feasibly be completed with the
available resources.

The way in which samples are selected is dis-
cussed in Chapter 3. Selection of an appropriate
sample is crucial for the generalizability (or exter-
nal validity) of your findings. Our aim is to select
a representative sample of the population but
this may not always be possible in health sciences
research. We need a sample size which is suffi-
ciently large to identify the phenomena in which
we are interested, but not too large or we are sim-
ply wasting resources.

Thus, research planning is a process by which
we transform our ideas into well-planned, ethical
and economically feasible projects, as described in
a research protocol.
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Introduction

Before the actual collection of information or data
begins, researchers generally invest considerable
time and effort in the planning of their investiga-
tions. The first step is to select and to justify the
research problem. The second step is to trans-
form the problem into clear researchable aims
and research questions and, in the case of quantita-
tive research, hypotheses are also usually specified.
Research planning includes the selection of an
appropriate research strategy for providing the
required evidence to answer the research question.
The selection of the appropriate research strategy
may depend not only on the research questions
being asked, but also on ethical issues and resource
constraints that may define the scope and form of
the investigation.
The specific aims of this chapter are to:

1. Discuss how research gquestions are selected and
justified and derived from research aims.

2. Broadly outline research strategies available for
specific types of investigations.

3. Discuss the ethical and economic constraints on
the planning and implementation of research.

Sources of research questions

Advances in health research depend on the identifi-
cation of questions and problems that promote
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the development of more powerful theories of
health, illness and disability, and then devising
more effective ways of assessing, treating and
preventing health problems. This advancement
depends very much on researchers asking the
‘right’ questions and identifying solvable problems
and then applying sound investigation methods to
these questions and problems.

The formulation of research questions depends
on the expertise of researchers who have a com-
bination of theoretical knowledge and practical
experience for identifying problems and asking the
right questions. The professional background of
researchers is an important consideration, as one’s
educational background and practices will influence
what are seen as theoretically and professionally
interesting problems.

The formulation of even apparently simple
research questions is often the culmination of
intensive preliminary observations, spending long
hours in the library reading through and critically
analysing related research, discussing the issues and
thinking through a range of issues.

The health care setting in which the researcher
works may also have a strong influence on the for-
mulation of research questions. For example, it is
an important consideration if the researcher works
in a laboratory, a hospital, a community clinic or in
private practice. These settings will often influence
how the patients’ problems are perceived, and how
researchers define professionally relevant solutions
to these problems.

In many areas of health care, including areas such
as rehabilitation, community health and neuro-
sciences, researchers sharing similar interests may
join together in multidisciplinary research teams.
Because of the broad range of expertise and per-
spectives, such teams may be in a position to for-
mulate interesting research questions that can be
simultaneously addressed from these different
perspectives.

The formulation of research
questions

The formulation of research questions is a creative
act. Itdrawsupon consideration of previousrelevant
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work in the area under study. This work may be
reviewed and the review may give rise to questions
that have not been answered by previous work. A
literature review is the usual way in which know-
ledge gaps are identified. The purpose of the review
is to answer the questions ‘What do we know?’
and ‘What do we not know?’

Inspiration for research questions often stems
from personal experience. Exposure to an issue or
problems may raise questions suitable for a research
study. Most health practitioners constantly pose
questions like ‘What is the best and most effective
method of treating this condition?” and ‘How can
we ensure that patients or clients get what they
want from this service?’

The justification of research
questions

When researchers call on public funds to conduct
their studies, they must explain in what way their
intended study will contribute to scientific knowl-
edge and/or clinical practice. In ‘pure’ or ‘basic’
scientific research, a proposed investigation is
justified in terms of its potential contribution to
existing knowledge. In the context of ‘applied’
health research, the investigator may be required
to demonstrate that the research will in some way
contribute to the improved practice of health care,
and benefit patients.

Before embarking on the design and conduct
of a research project, the investigator must review
previous work and publications relevant to the
aims of the intended project. This process is
essential, both for providing the appropriate back-
ground and context for the investigation, and
for justifying the investigation in contributing
to existing knowledge. It is a waste of money to
duplicate very similar research (although deliber-
ate replication of previous studies may be a legiti-
mate activity if there are uncertainties about the
validity of a previous study).

Literature searching may be carried out at appro-
priate research centres or libraries where scientific
and professional journals are stored and, of course,
by using the Internet. There are powerful web-
based search methods that can simplify the search.



The most widely used search tool for health
research publications is probably PubMed, the
web-based Public Medline (see http://www.ncbi.
nlm.nih.gov/entrez/). Professional library staff
can help you to locate the relevant literature.
However, the critical evaluation of the literature
depends on the application of research methods
for the identification of controversies or ‘gaps’ in
the available evidence.

Formulation of research aims

Hypotheses in quantitative research

Quantitative research is normally structured so
as to test a research hypothesis. Hypotheses are
propositions about relationships between variables
or differences between groups that are to be tested.
Hypotheses may be concerned with relationships
between observations or variables (for example, ‘Is
there an association between level of exercise and
annual health care expenditure?’) or differences
between groups (for example, ‘Do patients treated
under therapy x exhibit greater improvement
than those treated under therapy y?'). A variable
is a property that varies, for example the room
temperature, the ages of the patients, or their
improvement on a clinical measurement scale.
Some quantitative research projects do not have
a hypothesis to be tested in any formal sense. For
example, if you are assessing the health needs of
a local community, there need not be any specific
expectation or hypothesis to be tested. The pur-
pose of the research may be simply to describe
accurately the characteristics of the study sam-
ple and target population. The goal is not to test
a specific hypothesis. This does not mean the
research is deficient; it just means it has a different
objective from other types of quantitative research
projects. So hypothesis testing is a characteristic of
many, but not all, quantitative projects.
Qualitative research does not usually test
hypotheses. It is concerned with understanding the
personal meanings and interpretations of people
concerning specified issues. However, most quali-
tative researchers work with specified research
aims and questions to guide their investigation.

Research strategies

The formulation of adequate research aims
generally involves a process during which the
researcher gradually refines a broadly based issue
into more specific operationally defined state-
ments. This process must take into account the
logical requirements of designs for information and
data collection and ethical standards for conduct-
ing health research. In addition, the research aims
must inform a realistic data collection procedure
which can be supported by the resources available
for researchers. We will examine these issues in
the rest of this chapter.

Research strategies

Research planning also involves the selection or
formulation of research strategies. Research strat-
egies are established procedures for designing and
executing research. The research strategies that
are outlined in this book include experimental and
quasi-experimental strategies, single case research,
surveys and qualitative research. Before detailed
discussion of the differences between these strat-
egies is undertaken in the following sections, it is
instructive to compare the basic structures of sur-
vey research and experimental research. As we
shall see in subsequent sections, these are funda-
mentally different ways of conducting research.

Survey research strategies

The three essential steps involved in survey research
strategies are shown in Figure 2.1. You will note in
Figure 2.1 that the researcher defines the popula-
tion of interest, selects the cases to be studied and
then observes or studies them, generating the data.
There is no intended active intervention in the
situation by the researcher. Indeed, intervention
that would change the phenomenon being studied
is discouraged and avoided. In this type of research
strategy there is a constant tension between the
requirements for close and detailed observation
(proximity to the phenomenon under study) and
the possibility that the behaviour of the research
participants under study may change because they
are being studied. There are techniques for dealing
with this problem, such as the use of unobtrusive
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Population Sample Data
Definition of Selection of cases Observations and
population to be studied study of cases

Figure 2.1 » Structure of a survey research strategy.

measures and participant observation, which will
be discussed in subsequent chapters.

Experimental research strategies

Experimental research strategies involve a sequence
of steps, as illustrated in Figure 2.2. As with the
survey research strategy, cases are selected for
study from a defined population. However, these
cases are then assigned (generally by chance or
random method) to a treatment (intervention) or
non-treatment (non-intervention) group, and then
given the intervention or, in clinical contexts, the
treatment. The term ‘treatment’ is used here in
the sense that the subject or event is being sys-
tematically influenced or manipulated by the
investigator; that is, in a broader sense than with
medical or physical treatment. For this reason the
broader term ‘intervention’ is often used in place of
the term ‘treatment’. The intervention and non-
intervention groups are then observed and com-
pared. If everything went according to plan, any
differences in the results for the intervention and
non-intervention groups should be a result of the
effects of the intervention. This type of design is
often called a randomized controlled (sometimes
clinical) trial or RCT. In some review systems such
as the Cochrane Collaboration system, the RCT
is considered to be the ‘best’ level of evidence to
establish the effectiveness of an intervention.

Thus, there is quite a difference in the structure
of experimental and survey (non-experimental)
and qualitative research strategies. Cook &
Campbell (1979) proposed a separate class of
‘quasi-experimental’ strategies (which are really
just tightly structured non-experimental strategies)
that we will also cover later in this book.

The decision of the investigator to adopt specific
research strategies depends on the phenomenon
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Figure 2.2 » Experimental research strategies.

being studied and the specific question type of
research (causal or descriptive) being investigated.

Research planning: ethical
considerations

In health research, where the health and lives of
people participating in the study may be at stake,
ethical considerations play a key role in research
planning and implementation. For instance, con-
sider the question of whether cigarette smoking
has negative impacts on health. One way of inves-
tigating this question would be through experi-
ments, which are generally considered to be the
design best suited to establishing causal relation-
ships. However, it would be ethically unaccepta-
ble to have a number of people randomly assigned
to a group involved in long-term, heavy cigarette
smoking as this would very likely damage their
health. Clearly, to meet ethical criteria, evidence
must come from studies in which investigators
observe the effects of smoking in persons who
have themselves chosen to smoke.

A research process is judged to be ethical by the
extent to which it conforms to or complies with
the set of standards or conventions in the context
in which the research is to be carried out. In differ-
ent countries, the various medical research councils
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have developed detailed statements concerning
these standards. In the United Kingdom the
Medical Research Council has a series of statements
and publications available at its web-site (http://
www.mrc.ac.uk), as does the Australian National
Health and Medical Research Council on its web-
site at http://www.nhmrc.gov.au. Canada has the
statements by the Interagency Advisory Panel on
Research Ethics (http://www.pre.ethics.gc.ca). In
the United States there is a proliferation of bodies
with research ethics guidelines, mostly based upon
the 1979 work by the Belmont group. All of these
guidelines draw upon the pioneering 1964 Helsinki
declaration from the World Medical Association.

Most health services and higher education
institutions now have their own ethics commit-
tees to oversee health research involving humans
and/or animals. Ethics committees, along with the
researcher, are responsible for interpreting and
enforcing ethical standards. It should be noted,
however, that even when a given research proposal
is judged to be ethical, it may not be seen as moral
by specific individuals or groups in a community. A
good example is animal experimentation when the
research involves painful or stressful procedures
such as surgery. According to the value systems of
some persons and groups, such work may be con-
sidered to be intrinsically immoral. From this view-
point, there may be no acceptable justification for
inflicting suffering on animals, even when the results
may be beneficial for humans. Others may argue
that such procedures are morally justified, given
that they are necessary for the advancement of the
biological and medical sciences and provided that
reasonable steps are taken to limit the suffering of
the animals. There are no absolute solutions for
such controversies as they involve human values, but
discussing these issues in public may help to estab-
lish a degree of consensus in the community and
guidance for the ethical decisions of researchers.

It is beyond the scope of this discussion to
examine in full the ethics of health research, but
the following issues are central to making deci-
sions in these areas:

1. Benefits. Who is to benefit from the research?
One likes to think that ‘humanity’, ‘the partici-
pants’, or ‘health science’ are going to be the
beneficiaries of health research. A slightly more

5.

cynical analysis points to the investigators as
having the most to gain, at least in the short

term. After all, given a successful outcome for the
research project, they stand to satisfy their curios-
ity, improve their career prospects or to raise their
esteem before colleagues. In practice, benefits
accruing to the investigator, the participants and
health science have to be carefully weighed in
relation to the conduct of any project. The protec-
tion of the rights and welfare of the participants is
the primary consideration of research ethics.

. Informed consent. Informed consent by the

participants is a necessary condition for ethically
acceptable research. This means that all the risks
involved in the investigation must be explained

to prospective participants, as well as the pos-
sible benefits, and they must decide about their
participation or non-participation in an informed
manner. Honest explanation of the procedures to
the participant takes considerable skill, as dis-
closing the design of the study may influence the
expectations and behaviour of the participants.
Also, special care needs to be taken when the
participants are in some way limited in their abil-
ity to understand the risks; for example, people
who are intellectually disabled, or confused under
the influence of drugs. Informed consent implies
a freedom of choice: participants must feel
confident that refusal to participate will not
prejudice their subsequent clinical treatment.

. Protection of participants. It is the investigator's

responsibility to minimise the chances of long-term
deleterious effects to subjects. Dangers can arise
from administering new interventions or treatments
with unknown side effects, denying interventions
of known effectiveness or using invasive assess-
ment techniques. The welfare of laboratory animals
must not be ignored. There are nowadays legally
enforceable constraints in most jurisdictions on the
conditions for using animals in research.

. Minimizing discomfort. The investigator must

also minimize even short-term pain, anxiety,
discomfort or embarrassment involved in an
investigation, especially if it is not part of rou-

tine therapeutic practice. This is an important
issue, as some therapists and researchers take

a mistakenly ‘proprietary’ view of their patients,
imagining that they should put up with some
discomfort for the good of medical science. In
the past, patients in public wards of hospitals and
long-term prisoners have been most vulnerable to
questionable ethical practices.

Privacy. Health care research may involve collect-
ing information that can lead to the embarrassment
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or stigmatization of the participants. The identity
of participants must be protected; for instance, by
‘coding’ their real names so that they may not be
identified even inadvertently. In qualitative research
where the full text of comments may be reported,
it is important that this text does not inadvertently
identify people through the reporting of identifiable
scenarios or names.

6. Community values. Some research, such as that
involving the assessment of sexual function-
ing or the investigation of human fetuses, calls
for very sensitive planning. Anatomical research
involving the use of human cadaver material must
be planned to ensure respectful handling and
disposal. Even if the investigator does not agree,
the values and taboos of groups in the community
must be taken into consideration when planning
the investigation.

7. Conservation of resources. A fundamental value
is that the time and effort of researchers and sub-
jects and the resources of the community should
not be wasted on a badly planned investigation.
Of course, there can never be a guarantee that an
investigation will produce clinically useful results.
However, some poorly designed projects are
doomed to failure even before the data collection
begins, and lead to confusion and controversy in
the professional literature. Therefore, the appro-
priate use of high-quality and sound research
methods is not only useful for solving problems,
but constitutes an ethical necessity. Many ethics
committees also vet projects for scientific merit
before the project is approved.

Aresponsible investigator is required to take into
consideration ethical principles and to plan research
projects accordingly so that no, or the minimum
possible, harm is caused. Therefore, the health
researcher must use considerable ingenuity in
designing valid investigations, while maintaining
ethical values. One of the roles of ethics committees
is to guide investigators on complex issues, and to
ensure that research is conducted in accordance
with accepted community principles.

Seiection of research
strategies: economic
considerations

Selection of appropriate research strategies can
also be influenced by the resources available to
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investigators. Some projects involving the evalu-
ation of the safety and effectiveness of new drugs,
or the identification of risk factors in cardiac
disease, have taken tens of millions of dollars to
finance. Research planning takes into account eco-
nomic issues, such as:

1. Availability of participants. Here the investigator
has to consider if enough people can participate
in the project under the required conditions.
Attention has to be paid to issues such as the
frequency of the disorder in the community,
problems in identifying participants and their level
of voluntary participation. As will be shown in
Chapter 3, selection of participants is crucial for
the validity of a study.

2. Availability of equipment. Some equipment is
costly to acquire or to operate (for example, CT
(computed tomography) scanners, bicchemical
assays, experimental drugs). Research planning
should take these expenses into account.

3. Availability of expertise. Specialized assessment
techniques and the administration of clinical treat-
ments require professional expertise. If these are
beyond the investigator's competence or if the
experimental design requires an unbiased, ‘blind’
therapist or assessor (see Ch. 5), there must be
means for securing them.

4. Availability of time. Research projects have a
tendency to take considerably longer than an
inexperienced researcher might expect, due
to the erratic and at times disastrous workings
of Murphy’s law: ‘If anything can go wrong, it
will’. Equipment breaks down and needs to be
repaired, subjects ‘disappear’, collaborators
might not deliver services promised. Research
planning should take into account possible prob-
lems and how these might affect the time scale
of investigations. This is a particularly important
issue for postgraduate students.

The availability of resources strongly influences
the scope of the research programme and also the
research strategy selected by the investigator. A
research project must be shown to be feasible from
a cost viewpoint before it is initiated. It is only
after the ethical constraints and economic resources
have been evaluated that the researchers’ questions
can be transformed into clearly defined hypotheses
or aims.

It is important when conducting research that
the identities of all supporting agencies and
individuals are disclosed to the participants in



order that their agreement to participate is fully
informed.

Steps in research planning

The following steps should be considered in quanti-
tative research before actual data collection begins.
The term ‘data’ refers to the set of observations
recorded during an investigation.

1. Identification of the research problem.

2. Retrieval and critical evaluation of relevant litera-
ture for justifying and giving the context of the
research problem.

3. Formulation of precise research aims and ques-
tions in the light of:

(@) the information to be collected

{b) the appropriate research strategies

(c) the ethical considerations required to
protect participants and the community

(d) the projected cost of the project.

4. In addition, as to be discussed in this book,
research planning takes into account:

(a) how the participants are to be selected
{b) the design of the investigation

(c) how the data are to be collected

(d) how the data are to be analysed.

The above points are written up in the form
of a research protocol. This protocol is submitted
to supervisors, colleagues or ethical committees,
for scrutiny of methodological and ethical prob-
lems. It is only when the protocol is acceptable
to all these parties that the actual data collection
begins. It is often desirable to carry out a small-
scale preliminary study, called a ‘pilot’. This is
an economical way of identifying and eliminating
potential problems in the large-scale investigation.

Summary

The planning of a research project requires the
transformation of a vague question or problem
into clearly stated aims or questions. To achieve
this, the researcher should review the relevant
literature and evaluate ethical considerations and
economic constraints in conducting the investiga-
tion. Next, an appropriate research strategy needs

Self-assessment

to be selected. On the basis of the above, the
researcher is in a position to state precisely the
aims or hypotheses being investigated.

Before data collection begins, a protocol for the
complete investigation is scrutinized by colleagues
to correct methodological problems, or to prevent
unethical research.

Self-assessment

Explain the meaning of the following terms:

ethics

informed consent
literature review
Murphy’s law
non-experimental study
pilot study

research strategy
variable

True or false

1. Scientific research always involves the testing of
hypotheses.

A sample is a subset of the data.

3. The population being studied is defined after the
sample has been selected.

4. Aresearch protocol is a summary of the data
obtained in an investigation.

5. A pilot is a small-scale research programme to
demonstrate the feasibility of an investigation.

6. Human cadavers are not sentient beings, there-
fore their treatment falls outside the scope of
medical ethics.

7. Planning quantitative research includes specify-
ing the variables to be studied and how these
are to be measured.

8. Abstract constructs, like ‘intelligence’ or ‘motiv-
ation’, cannot have empirical referents.

9. A literature review is necessary for providing the
appropriate background and rationale for an
investigation.

10. Well-established data collection techniques are
called research findings.

11. A non-experimental design involves the assign-
ment of subjects to treatment groups.

12. Both experimental and non-experimental

designs involve the drawing of an appropriate

sample from the population being studied.

»
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14.

15.

16.

17.

18.

19.

20.

21.

23.

24,

25.

26.

27.

28.
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- An anthropologist studying how ethnic groups

relate to illness would tend to adopt a quantita-
tive research strategy.

The clear explanation of the risks involved in

a research project is a necessary condition for
obtaining informed consent from a subject.

The use of correct research methods does not
constitute an ethical necessity.

A hypothesis is a proposition about the relation-
ship existing between variables or prediction of
differences between groups.

Some scientific research projects do not involve
the testing of hypotheses.

Existing theories are the only appropriate
sources for experimental hypotheses.

In a non-experimental study there is no need to
pay attention to sampling.

Experimental designs involve the assignment of
the sampled subjects into treatment groups.
Experimental designs are more appropriate than
non-experimental designs for demonstrating
causal relationships.

. The subjects participating in medical research

are generally the most likely beneficiaries of the
project.

Informed consent of human subjects is
necessary even when the investigation is not
apparently embarrassing or dangerous.

It is unethical to study human sexual behaviour
because people find it embarrassing to serve as
subjects.

Medical researchers should expect that patients
who receive free hospital treatment should par-
ticipate in medical experiments.

The correct use of research methods in con-
ducting an investigation is useful, but not an
ethical necessity.

A well-designed, relevant research project will
always be financed, regardless of the expense.
A variable is a property or attribute which varies
from subject to subject.

Multiple choice

1.

The aim of research planning is to:

a generate appropriate aims or clear-cut
research hypotheses

b select an appropriate research strategy

¢ identify possible ethical or economic limita-
tions in conducting the investigation

daandb

e all of the above.
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2. A ‘literature review’:

a is a list of research publications relevant to an
investigation

b should discredit research findings which are
inconsistent with the hypothesis

¢ should include only findings which directly
support the hypothesis being investigated

d should be a critical review of findings relevant
to an investigation.

. Which of the following is common to both

experimental and non-experimental research
strategies?

a random assignment

b selection of cases to be studied
¢ experimental hypothesis

d participant observation

e field research.

. Which of the following is unique to the experi-

mental research strategy?

a random assignment

b selection of cases to be studied
¢ definition of population

d participant observation

e field research.

. The availability of resources to conduct an

investigation:
a is not the concern of a scientific researcher

b has an influence on the scope and design of
the investigation

¢ is determined by Murphy’s law
d none of the above.

. 32 degrees Centigrade is an example of:

a avariable

b the value of a variable
¢ aratio

d a null hypothesis.

. Avariable is:

a a property which can take different values
across different individuals

b a property which can take different values
within an individual

¢ bothaandb

d neither a nor b.

. Which of the following ethical requirements is

the most difficult to satisfy when conducting a

placebo-controlled randomized clinical trial?

a Ensuring the privacy of the research
participants.

b Obtaining informed consent from all research
participants.



¢ Protecting research participants from
unnecessary risks.

d Providing the best available treatment for all
research participants.

. Which of the following represents the most

explicitly formulated research aim?

a The aim of the present project was to
investigate if health care workers in Gotham
City were satisfied with their pay and career
prospects.

b The aim of the present project was to investi-
gate if emotionally disturbed persons living in

Gotham City received adequate medical care.

¢ The aim of the present project was to identify
the reasons why health professionals in
Gotham City leave their professions, and turn
to other types of employment.

d The aim of the present project was to identify
the proportion of teenagers in Gotham City
smoking more than 10 cigarettes a day.

10.

11.

Self-assessment I /e

A research protocol should make explicit:

a the justification for undertaking the research
project

b the way in which the data are to be collected

¢ the empirical evidence provided by the
investigation

d aandb.

Which of the following represents a non-

researchable problem (in the context of the

scientific method)?

a |s aspirin preferable to steroids in reducing
the symptoms of arthritis?

b Does the use of alcohol result in greater levels
of brain damage than the use of marijuana?

¢ Are painful experiments involving animals
justified if they lead to benefits to patients?

d Do people coming from a low socioeconomic
class receive poorer health care than people
from a higher class?
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Chapter Three

Sampling methods and

external validity
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introduction

Research in the health sciences usually involves the
collection of information from a sample of par-
ticipants, rather than on the entire population in
which the investigator is interested. Studies that
involve an entire population or group are called
census studies but these are relatively rare and
generally expensive to perform. A sample drawn
from the target population is studied because it
is usually impossible or too costly to study entire
populations. For instance, when individuals who
have conditions such as diabetes, cerebral palsy or
emphysema are being studied, it is not possible to
study everyone because of the large size of such
populations. Also because many people do not seek
treatment or may be wrongly diagnosed, we may
not be able to identify all members of the entire
population in order to study them. Therefore, in
most research, the researcher studies a subset or
sample of the target population, and then attempts
to generalize the findings to the population from
which the participants were drawn. This general
principle applies to both qualitative and quantita-
tive studies.

The aim of this chapter is to examine ways that
samples can be drawn to permit the investigator
to make valid generalizations from the study sample
to the target population. We will also con-
sider the question of generalizing the findings
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of an investigation to other samples and situ-
ations. This is referred to as ‘external validity’ or
‘generalizability’.

The specific aims of this chapter are to:

1. Define what is meant by sampling and representa-
tive samples.

2. Outline the relative advantages and disadvan-
tages of commonly used sampling methods.

3. Discuss the relationship between sampling error
and sample size.

4. Examine the concept of external validity for gen-
eralizing research findings to other settings.

What is sampled in a study

While this chapter will focus on the selection of
the research participants in a study, many other
things are also selected or sampled. These include:

1. the information to be collected by the researcher

2. the procedures used for the collection of the
information

3. where the research is conducted, e.g. in a field
setting or in a structured research setting

4. the clinicians and researchers who are involved.

Many researchers focus on the selection of the
research participants as the key or only issue in
maximizing the generalizability of their research,
and they do not pay enough attention to the other
factors they are sampling or the context in which
the research is being conducted. It is not at all
unusual to see studies that employ large and sophis-
ticated participant samples, yet with only one
or two highly selected clinicians involved in the
research in perhaps only one health setting. While
the study sample may be highly representative, the
context in which the research is conducted may
not be and it may be that the researchers and clini-
cians involved in the study have a particularly unu-
sual or idiosyncratic approach to their work that is
not reflective of others. It is our contention that in
many qualitative studies there is strong consider-
ation of the research context and its impact upon
the research findings. However, there is often less
emphasis upon sampling of research participants.
This impacts upon the ability to generalize the
findings more broadly from the actual research
participants to other groups.
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Basic issues in sampling

As we have discussed, often, because of the num-
bers involved, it is not within the resources of the
researcher to study the whole target population. In
any event, in most situations it would be wasteful
to study all of the population. If a sample is repre-
sentative, one can generalize validly from the sam-
ple’s results to the population without going to the
expense of studying everyone.

The population is the target group of individ-
uals or cases in which the researcher is interested.
Examples of valid study populations include: all
English women under 25; all children with diag-
nosed spina bifida in the state of Alberta; all the
students at a particular Australian college. The
researcher defines the population to which he/she
wishes to generalize. Note that a population need
not consist of human or animal subjects. Objects or
events can also be sampled, as shown in Table 3.1.

As shown in Table 3.1, a population is, an
entire set of persons, objects or events which the
researcher intends to study. A sample is a subset of
the population. Sampling involves the selection of
the sample from the population.

Representative samples

There is a variety of different ways by which one
can select the sample from the population. These
are called sampling methods.

The ultimate aim of all sampling methods is to
draw a representative sample from the population.
The advantage of a representative sample is clear:
one can confidently generalize from a representa-
tive sample to the rest of the population without
having to take the trouble of studying the rest of
the population. If the sample is biased (not repre-
sentative of the population) one can generalize less
validly from the sample to the population. This
might lead to quite incorrect conclusions or infer-
ences about the population. This would mean that
the results obtained in the study would not neces-
sarily generalize to other studies using the same
population. Figure 3.1 illustrates the concept of a
representative sample.
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Sampling methods and external validity

Table 2.2 Distribution of percentages of gender and
_ occupational variables in the general population

|
|

._:ki[|]_!][i‘_!'i'.‘i_j

Male 19 21 9 49
Female 15 15 21 51
Total 34 36 30 100

need to be included in the sample. Twvo such
important groups within the human population are
males and females. Further, it is known that they
occur in the ratio of approximately 49:51 in the
general population. Our researcher might decide
that it is very important that the sexes are pro-
portionally represented in the sample. Thus, the
researcher would set two quotas (of 49 male and
51 female respondents in a sample of 100) and
sample accordingly in a city street. This is still a
form of incidental sampling but has some signifi-
cant advantages over simple incidental sampling
because the study sample's composition on this
key demographic variable is guaranteed to match
that of the target population.

More sophisticated examples involving more
than two groups can be accommodated as shown
in Table 3.2. We can see from Table 3.2 that if our
sample were to be representative regarding both
sex and occupational status, in a sample of 100
people we would need 19 blue-collar males, 15
blue-collar females, and so on.

Quota sampling still has a number of shortcom-
ings: before it can be used, one has to know which
population groups are likely to be important to a
particular question and the exact proportions of
the various groups in the population. Sometimes
we may not know these proportions. Also, the
members of the sample within the quotas are
still incidentally chosen. The blue-collar males,
for example, selected in a city centre on a week-
day may still be quite different from those work-
ing elsewhere. However, quota sampling is better
than simple incidental sampling.
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Random and systematic samples

Random sampling

This is one of the best but probably more expen-
sive sampling methods to implement in drawing a
study sample. A random sample is one in which all
members of the population have an equal chance
of selection. Thus a random sample is more likely
to be representative of the relevant population
than an incidental sample.

The procedure for drawing a random sample
involves:

1. the construction of a list of all members of the
population

2. using a method such as dice, coins, hat or random
number tables to select randomly from the list the
number of members required for the sample.

A simple example of a random sample is pro-
vided by a common raffle, where names on (prefer-
ably!) equal-size papers are put in a hat, shaken and
selected ‘blind’. Many national and state lotteries
use numbered balls that are drawn randomly from
a barrel. Another way to draw a random sample is
to construct a list of all the members of the popu-
lation and assign a number to each element. Then
a table of random numbers, generated by a com-
puter, could be used to select a random sample.

Cases that are selected from a list using a ran-
dom selection method constitute a random sam-
ple. Sometimes, because of issues such as refusal
to participate in the study, dropping out and failure
to satisfy the sample inclusion criteria, it is neces-
sary to select replacements for some cases that are
unavailable for the study. This can introduce bias
into the sample, as the people who refuse may dif-
fer consistently from those who accept or volun-
teer. This impact on sampling validity is sometimes
called the volunteer effect.

However, random sampling methods have a
number of important advantages over incidental
or non-random methods:

Because the exact sizes of the sample and
population are known, it is possible to estimate
exactly how representative the sample is; that is,
the size of the sampling error. This cannot usually
be done with non-random sampling methods.
Because random samples are usually more
representative than non-random samples, the



sample size needed for good representation of
the population is smaller.

The major disadvantages of random sampling
methods are:

° The researcher needs to be able to list every mem-
ber of the population. Often this is impossible
because the full extent of the population is not
known. For example, it would be very difficult to
sample randomly from the population of Canadians
with coronary disease, because no such list exists.
Even if it did exist it would be constantly changing.

° Cost. It is usually easier to use conveniently avail-
able groups. Random sampling usually involves
considerable planning and expense, especially
with large populations.

Stratified random sampling
This involves the same approach as quota sampling
with set quotas from specific subgroups, except
that each quota is filled by randomly sampling
from each subgroup, rather than sampling inciden-
tally. For example, if one was drawing a sample
stratified with respect to sex, one would prepare
a list of all females and all males in the target
population and then sample randomly from these
lists with the numbers of each group in the sam-
ple corresponding to the population proportions.
These groups collectively are called the strata,
The advantages of stratified random sampling
are:

° All the important groups are proportionally
represented.

° The exact representativeness of the sam-
ple is known. This has important statistical
ramifications.

The disadvantages are:

o Alist of all members of the population, their char-
acteristics and the proportions of the important
groups within the population need to be known.

o Cost.

° The gain in sample accuracy is usually small in
comparison to simple random sampling.

Area sampling

In area sampling, one samples on the basis of loca-
tion of cases. For example, on the basis of census
data the investigator may select several areas in a
city or county with known characteristics, such

Sample size

as high or low unemployment rates. The areas
could then be further divided into specific streets
and the occupants of, say, every third house con-
tacted for participation in the study. In other
words, the locations are randomly selected and
then one interviews the occupants of those loca-
tions. This can be a very effective, cheap method
of sampling in social surveys. It does not require a
list of the individual members of the population,
merely the location where they live. Recent
research has shown that where people live can be
an important factor in their health status and their
use of health services. The study of the impact of
where people live upon health and social issues is
sometimes called (geo-) spatial analysis.

Systematic sampling

This involves working through a list of the popula-
tion and choosing, say, every 10th or 20th case for
inclusion in the sample. It is not a truly random
technique but it will usually give a representa-
tive sample. It is based on the (usually justified)
supposition that cases are not added to the list in
a systematic way which coincides with the sam-
pling system. Provided a list of cases is available,
systematic sampling is an easy and convenient
sampling method. In clinical practice we are using
systematic sampling when, for instance, we meas-
ure temperature and blood pressure every hour.

Sample size

One of the most poorly understood aspects of
sampling is the number of cases that should be
included in a study sample. The whole issue of
sampling is conceptualized somewhat differently
for qualitative and quantitative studies, although
the issue of to what extent the results of a study
are generalizable is the same whatever the study
design.

It is obvious that in one sense the more cases
selected the merrier (or the better the sample rep-
resentativeness), but the costs associated with the
sampling and data collection must be weighed up
against the greater generalizability that is generally
associated with larger samples. Also, some stud-
ies may involve discomfort, pain or even danger
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to patients or laboratory animals. Therefore, in
this case it is ethically and logistically desirable
to ensure that no more than the bare minimum
of subjects is used to achieve the desired sample
accuracy. Health researchers ‘walk a tightrope’ in
deciding the optimum sample sizes for their stud-
ies. However, there are some principles available
to guide the researcher.

First of all, let us say quite definitely that
there is no magic number that we can point to as
an ‘optimum’ sample size. Rather, the optimum
sample size depends on the characteristics of an
investigation in the context of which the sample is
drawn. In general, the optimum sample size is one
which is adequate for making correct generaliza-
tions from the sample to the target population. Let
us discuss these issues by introducing the concept
of sampling error.

Sampling error

In the quantitative research framework, sampling
error is the discrepancy between the true popula-
tion parameter and the sample statistic. For exam-
ple, if I happen to know from census data that the
actual average age of males in a district is 35 years
and the average age of a sample of males I have
surveyed from the district is 30 years, then I have
a sampling error of 5 years. However, if we do not
know the actual population parameters (which is
commonly the case), we can only estimate the
probable sampling error.

Sampling error is related to sample size by the
following relationship:

Sampling error = %
What the above equation claims is that the
greater the sample size (n), the smaller the prob-
ability sampling error. In fact, the sampling error
in a study sample is inversely proportional to the
square root of the sample size.

From this relationship it can be seen that doub-
ling the sample size would only result in a reduc-
tion of the error by a factor of the square root of
2 (1.414). Similarly, a ninefold increase in sample
size would result in only a threefold reduction in
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Sampling error

1
0 50 100

1 1 1 1

1 1 1
150 200 250 300 350 400 450
Sample size

Figure 3.2 = The relationship between sample size and
sampling error. The scaling but not the form of the curve
will alter with the variability of the data.

the sampling error. Figure 3.2 illustrates this point
by showing the graphical relationship between
probable sampling error and sample size.

It can be seen from this graph that not much
is gained from a sample size of over, say, n;. Yet
the cost of the sampling and data collection can
be very high with large numbers (such as n,), for
relatively little gain in reducing sampling error.
In some research situations, even large probable
sampling errors have relatively little potential influ-
ence on our decisions. In such situations, we can
live with a relatively small sample size. In other
situations, we need large samples to justify our
confidence in the truth of our decisions.

As an illustration, suppose that we are attempt-
ing to predict the outcome of an election fought
between two political parties, A and B. A repre-
sentative sample of 100 respondents is polled
before the election. Say the outcome is as follows:

In this instance, the estimated sampling error
is very small in relation to the size of the effect
(that is, the difference between the percentage of
intended votes for the two parties). We can pre-
dict confidently, assuming that the respondents



were truthful and don't change their minds before
the elections, that political party B will romp into
government. Increasing sample size, say to 10000,
would enormously increase the cost of the survey.
The corresponding reduction in sampling error
would not justify this cost, as we would still come
to the same conclusion. However, say the following
sample statistics were obtained in the pre-election
poll of n = 100 respondents:

~ Intends

vote for B pling error

58%

10%

Now the same level of estimated sampling
error is too large, in relation to the apparent size
of the effect, to make a decision concerning which
party is likely to win the election. The poll would
have to be repeated using a substantially increased
sample size to reduce the sampling error.

The example illustrates the notion that the
adequacy of the sample size is affected by the
specific situation that we are trying to research. A
sample size which is adequate in one situation may
be inadequate in another. One benefit of a previ-
ous pilot study is that it allows the researcher to
estimate the size of the phenomenon under study,
and thereby make a more educated guess concern-
ing the sample size required. The concept of sta-
tistical ‘power’ or the ability to detect real effects
or differences is discussed later in this text.

Sampling issues in
qualitative research

Qualitative research shares with quantitative
research a concern with the extent to which find-
ings from one study can be generalized to other
settings and people. Therefore the representative-
ness of the information obtained from the sample
is important in qualitative research. However, there
are differences in the way in which a representative
sample is conceptualized in qualitative research.
The key difference is the way in which the
population is defined. In quantitative research we

Purposive sampling

make the assumption that there is a true knowable
state of the population. The true state of the pop-
ulation is represented by an actual parameter, such
as ‘49% of the Australian population are females’ or
‘the average 1Q of Canadian high school students
is 104", Qualitative research is not concerned with
measuring quantities or counting frequencies but
with the experiences and meanings of these expe-
riences for individuals and communities. Sampling
in qualitative research is referred to as purposive;
the researchers deliberately select the partici-
pants who are best placed to provide the informa-
tion for understanding the personal meanings of
health-related events. For example, what is it like
to survive a heart attack? What does it mean for
patients to undergo transplantation surgery? Our
sample provides the information which enables us
to understand the emotional processes of coping
with a heart attack or the psychological demands
of being an organ recipient.

Let us consider an example of this approach.
Say that you are intending to conduct qualitative
research for clarifying issues relevant to the prob-
lem of family or ‘domestic’ violence. The first step
would be to clarify the specific aspect of the prob-
lem you were studying and define the issues in
which you were interested. For example, say that
you wanted to collect data concerning the impact
of physical violence on the lives of women. A key
issue in defining the population is the cultural and
historical setting in which it is enmeshed. The
moral, legal and health-related problems involved
in domestic violence are varied across cultures
and change with time. In Western societies it is
only relatively recently that violence in domestic
settings has been recognized as a serious crime
and this influences the experiences of the people
involved in the events. Therefore, it is essential to
define carefully the cultural characteristics of the
group being studied and to keep in mind that we
must be very cautious in generalizing the findings
from one study to other settings and people.

Purposive sampling

Qualitative sampling is designed to be purposive,
i.e. to select cases for inclusion in the research

37



Sampling methods and external validity
PINng Y

Table 3.3 Nine of the commonly used purposive sampling methods

T::m]}:{is:‘!. method

Extreme or deviant case sampling

rief aescription of sampling strategy

The cases in these methods are chosen because of their deviance and the hope that this

deviance may illustrate issues about more regular or mainstream cases

Maximum variation sampling

Purposefully picking a wide range of variation on dimensions of interest. Documents unigue

or diverse variations that have emerged in adapting to different conditions. Identifies
important common patterns that cut across variations

Homogenous sampling

Stratified purposeful sampling

Focuses, reduces variation, simplifies analysis, facilitates group interviewing

lllustrates characteristics of particular subgroups previously found to be of interest.

Facilitates comparisons of issues across groups

Snowball or chain sampling

Identifies cases of interest from contacts who know of suitable interview participants; that

is, people who are likely o be good sources of information

Theory-based or operational

construct sampling the construct

Opportunistic sampling
discovering new issues

Random purposive sampling

Finding manifestations of theoretical construct of interest so as to elaborate and examine

Following new leads during fieldwork, taking advantage of the unexpected, flexibility for

(Still small sample size.) Adds credibility to sample when potential purposeful sample is

larger than one can handle. Reduces judgment within a purposeful category. Unlike
qualitative research, this strategy is not used for generalizations or representativeness

Convenience sampling

Similarly to quantitative sampling, this strategy saves time, money and effort. Poorest

rationale, lowest credibility for findings. Yields information-poor cases

that are likely to be illustrative of particular
issues or circumstances. Patton (1990) has pro-
posed a typology of sampling that is widely used
in qualitative research. Table 3.3 shows nine of
the commonly used purposive sampling methods.
Interested readers can follow up in Patton (1990)
or Liamputtong Rice & Ezzy (1999) for more
detailed information.

To illustrate qualitative sampling we have
selected four strategies. Considering the example
of physical violence against women in domestic
settings, what would be the researcher’s purpose
for selecting the following strategies?

Extreme or deviant case sampling. We would
select respondents who experienced severe, even
life-threatening, physical violence. Alternatively,
we could select women who experienced minimal
violence (such as verbal abuse). Both extremes
would illustrate the consequences of violence from
the victims’ perspective and the understanding of

38

these issues could contribute to developing sensi-
tive and effective interventions.

Maximum variation sampling. Here we would
select across all the categories and severities

of domestic violence which have been previ-
ously identified. Our purpose here is to identify
the common themes emerging from the victims’
experiences. This approach would also help to
understand how different types of violence might
result in varying outcomes from the individual’s
perspective.

Snowball or chain sampling. The assumption
here is that people sharing similar important
experiences might become aware of each other
in a community. In particular, key informants who
are sympathetic to the researcher’s work might
be helpful in identifying ‘information-rich’ cases.
For example, people who are actively involved in
victim support groups would be a good source
for further contacts with possible participants. In
addition, such key informants can act as ‘gate-
keepers', protecting participants from unsafe
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researchers. However, ‘snowball’ sampling can
lead to the biased selection of participants and an
inaccurate representation of the issues.

° Theory-based sampling. A researcher might hold
the theory that the occurrence and experience of
family violence might be shaped by patriarchal
traditions. Here the researcher might purposely
select couples who have more-or-less equal
relationships and couples where there has been
an imbalance of power. The theoretical construct
of interest might be ‘power’ or ‘oppression’ and
this construct might be manifested in the ways in
which women experience and interpret violence.

To summarize, we want to make sure the people
we are interviewing or the situations we are observ-
ing are representative of the targeted issues. We
want to gain as complete a picture of the issues
from the perspectives of our participants as possible.
The usual approach to qualitative sampling is to
interview or observe people in situations that fit
our criteria until we have reached a point where
little or no new observations are being made. This
is called saturation.

External validity and sampling

The term external validity refers to the extent
to which the results of an investigation can be
generalized to other samples or situations.
External validity can be classified into two types:
population and ecological (Huck et al 1974).

Population validity

This refers to generalizing the findings from
the sample to the population from which it was
drawn. We have already examined the importance
of having a representative sample in the gener-
alizing of results from a sample to a population.
However, an investigator in the health sciences
might face another problem; that the accessi-
ble population from which the sample was taken
might not be the same as the target population,
that is, the one of general interest.

Let us illustrate this point with an example.
A physiotherapist working in a large private mater-
nity hospital intends to examine the effectiveness
of a new antenatal exercise procedure for preg-
nant women for controlling levels of pain during

delivery. A random sample of 50 pregnant women
is chosen for the investigation from the popula-
tion attending the hospital. The sample is then
randomly assigned into two groups: one receiving
the new antenatal exercise procedure, the other
receiving the traditional programme. The researcher
finds a statistically and clinically significant differ-
ence between the two procedures, such that the
new programme is shown to be effective.

Strictly speaking, these findings can be general-
ized only to the population of women who attend
the hospital. If the target population is all women
who are having babies, then the generalization
will lack external validity, because women attend-
ing different hospitals or having children at home
had no chance of being included in the study sam-
ple. They might have different characteristics and
these different characteristics may interact with
the treatment in different ways to that of the
sample. For instance, women who chose to deliver
at home might respond better than those who
chose to go to hospital but we would not know
this from this study.

Ecological validity

There is another facet of external validity: the
situation in which an investigation is carried out
might not be generalizable to other situations.
This is called ecological validity. Consider the fol-
lowing examples:

1. It has been shown that for clinical pain (due
to disease or injury), morphine is an excellent
analgesic. However, in laboratory studies of pain
induced by electric shocks, morphine had little
effect on subjects’ reports of pain threshold.
Clearly, generalizing from laboratory to clin-
ical settings, or vice versa, has to be done with
extreme caution (Beecher 1959).

2. Coronary arteriography involves the insertion of
a small-gauge catheter into the coronary arter-
ies, and injection of a dye for X-ray visualization.
It was initially reported that the mortality rates
for this rather dangerous-sounding practice were
only 0.1% (1 per 1000) in a first-class medical
institution. However, later reports from various
other institutions showed mortality rates as high
as 8% (80 per 1000) (Taylor 1979). Clearly, the
effectiveness of treatments or the usefulness
of clinical evaluations can well depend on who
implements them.
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The above examples illustrate the caution neces-
sary in generalizing findings.

Summary

Appropriate sampling strategies ensure the exter-
nal validity of studies and their findings. The aim
of sampling strategies is to ensure the selection of
a sample that is representative of the population
of objects, persons or events the investigator aims
to study. Incidental and quota samples are chosen
for convenience, but these sampling strategies do
not guarantee a representative sample. Random
and stratified random sampling methods ensure
that all important groups and characteristics in the
population have the best chance to be selected and
included in the study sample. Random sampling
strategies are the most desirable to obtain a repre-
sentative sample, although random sampling is not
always feasible or desirable in health research. Area
sampling and systematic sampling are also strategies
that can be used to obtain representative samples.

An adequate sample size reduces the chance of
large sampling errors. The probable sampling error
is inversely proportional to the square root of the
sample size. It was argued that optimum sam-
ple size is not the maximum number of obtain-
able subjects or a constant number or proportion.
Rather, it has to be estimated for a specific inves-
tigation on the basis of the parameters of the
phenomenon being studied and the study cir-
cumstances. Two types of external validity were
discussed: population and ecological. External
validity is related to inference, which involves
using evidence from a limited set of elements to
formulate general propositions.

Various approaches to purposive sampling in
qualitative research were reviewed and an example
of their application to a hypothetical study situa-
tion was presented.

Self-assessment

Explain the meaning of the following terms:

area sample
biased sample
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ecological validity
external validity
incidental sample
population

population validity
random sample

random sampling
representative sample
sample

sampling error (probable)

True or false

1. The basic idea underlying sampling is to select a
representative sample from which the investiga-
tor can make inferences to the population.

2. A sample is said to be random when it is not
representative of the population.

3. If a population contains 50% males and 50%
females, and our sample has 10% males and
90% females, then our sample is said to be
biased.

4. When you take a patient’s blood pressure daily,
you are in fact sampling from a population of
potential blood pressure readings.

5. If the patient’s blood pressure fluctuates consid-
erably during the day, then a single reading will
be an inadequate sample.

6. Stratified random sampling involves the selec-
tion of the most accessible elements of the
population.

7. Say that important subgroups of the population
are known and subjects are sampled incidentally
in proportion to these subgroups. This sampling
method is known as area sampling.

8. Arandom sample is one in which 50% of the
elements of a population have equal chances of
being sampled.

9. Random sampling in health sciences is the least
expensive and time-consuming strategy for
selecting a sample.

10. When you take blood pressures hourly, you are
in fact using a random sampling method.

11. The larger the sample size, the larger the sam-
pling error.

12. The problem of internal validity might emerge
when we generalize results obtained in one
research setting to another.

13. An incidental sample cannot be, in principle,
representative of the population.



14. If a sample is representative, it yields valid data
for making generalizations about the population
from which it was drawn.

15. The main difference between random and quota
sampling is that in quota sampling particular
subgroups of the population are represented
proportionately.

16. Incidental sampling generates less bias than
systematic sampling.

17. Area sampling involves selecting an area at ran-
dom and assessing the inhabitants of that area.

18. A sample that is unbiased is a representative
sample of the population from which it is
drawn.

19. Sample error decreases as the sample size
increases.

20. If the sample size is halved, the sampling error
will be doubled.

21. If a sample is large (say n > 500) then the sam-
ple must be representative.

22. Generalizing findings from laboratory to clinical
settings raises questions of ecological validity.

23. The problem of population validity refers to a
population which contains invalid elements.

Multiple choice

1. As sample size increases:
a the sampling error decreases
b the ecological validity of the investigation
increases
¢ the population becomes more accessible
d the sample becomes more biased.
2. A representative sample:
a consists of at least 500 cases
b must be a random sample

¢ is defined as the inverse of the square root of
the sample size

d reflects precisely the crucial dimensions of a

population.
3. Anincidental sample is:

a not necessarily biased

b generally obtained through costly and difficult
sampling procedures

¢ used only in non-experimental investigations

d none of the above.

An investigator wishes to study individuals suffering
from agoraphobia (fear of open spaces). The investi-
gator places an advertisement in the paper asking for
subjects. One hundred replies are received, of which

Self-assessment
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the investigator randomly selects 30. However, only
15 subjects actually turn up for their appointment.

Questions 4-6 refer to the above information.

4. Which of the following statements is true?

a The final 15 subjects are likely to be a repre-
sentative sample of the subjects selected by
the investigator.

b The final 15 subjects are likely to be a
representative sample of the population of
agoraphobics.

¢ The randomly selected 30 subjects are
likely to be a representative sample of those
agoraphobics who replied to the newspaper
advertisement.

d None of the above are true.

. The problem with drawing a representative

sample of subjects with clinical conditions such

as agoraphobia is that:

a the subjects who consent to participate may
be unrepresentative of the target population

b no sampling strategies are appropriate

¢ no complete lists of sufferers’ names are usu-
ally available

d aandc.

. The basic problem confronted by the investiga-

tor is that:

a the accessible population might be different
from the target population

b the sample has been chosen using an uneth-
ical method

¢ the sample size was too small

d agoraphobics are impossible to study in a
scientific way.

. Say that it is known that coronary disease

occurs twice as frequently among males as
females and three times more commonly among
over 50-year-olds than those under 50. Given a
sample of 120 obtained by quota sampling, how
many subjects would you expect to be female
and under 507

a 60

b 40

c 30

d 10.

. Referring to the population in Question 7, and

given a sample obtained by stratified random
sampling, how many females over 50 would you
expect in the sample?

a 40

b 30

c 10

d 5.

41



9.

10.

11.

If a study is externally valid then:

a its results can be generalized to other equiva-
lent settings

b it must have been an experiment

¢ quota sampling must have been used

d all the subjects in the sample must have been
equivalent.

A random sample is one in which:

a all the elements had an equal chance of
selection

b a chance method was used to select the
elements included in the sample

¢ bothaandb

d neither a nor b.

When we say that a study lacks ecological valid-

ity we are implying that:

a the study was carried out in a laboratory

b the results cannot be generalized to other
settings

c the target population is different to the
accessible population

d all of the above.
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12.

13.

Sampling methods and external validity

Pilot studies are useful for establishing:

a the approximate sample size necessary for
the investigation

b the appropriateness of the sampling model
being employed

¢ bothaand b

d neither a nor b.

If a pilot study indicates that the effect is likely

to be small in relation to the sampling error then

the investigator should:

a abandon the research project

b use a relatively small sample

¢ use a relatively large sample

d use an incidental method of sampling.
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Introduction

Some types of research have purely descriptive
goals: the aim of the investigator is to gather data,
make observations and measure phenomena. For
example, we may gather statistics on the inci-
dence or prevalence of schizophrenia or neonate
deaths within a community. However, in the
health sciences there is often a need to identify
the causes of illness and disabilities, not just to
describe them. It is by understanding these causes
that we can formulate and justify our assess-
ments and interventions. Furthermore, we can
justify the interventions we use in that we can
point to evidence that demonstrates that the
interventions are causing the beneficial changes in
patients’ symptoms. In health research the con-
cept of internal validity is related to the design
of research projects and the extent to which we
can unambiguously identify causal relationships
between interventions and outcomes.
The specific aims of this chapter are to:

. Examine the concept of causality.

. Examine how threats to internal validity generate
plausible alternative explanations.

3. Discuss how the use of control groups can

overcome extraneous variables.

N -
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Causality

For philosophers the notion of causality is difficult
and controversial. In health research we need to
take a more pragmatic approach and look for the
following criteria for demonstrating causal rela-
tionships so that we can determine to what extent
an intervention has caused the observed outcomes.
The criteria for demonstrating causality are:

1. The cause must precede (occur before) the effect.

2. The cause and effect co-vary. If the cause occurs
then so does the effect.

3. If the cause does not occur, then the effect does
not occur.

The first criterion is quite simple. For exam-
ple, if we say that injury to the person’s arm is the
cause of that person’s reported pain, we assume
that the injury was sustained prior to the onset
of the pain. Clearly, if the pain had been already
present, the injury would not be seen as the cause
of the pain. Second, we assume that there will be
concomitant variation between the injury and the
pain. The worse the injury, the more severe the
pain. As the injury recovers, a decrease in the level
of pain can be expected. In general, we are estab-
lishing a lawful relationship between the cause and
the effect.

However, observing a relationship between two
events is not sufficient to demonstrate causality.
For example, night follows day in a predictable,
lawful fashion, but we do not say that day causes
the night. We must attempt to eliminate plaus-
ible alternative explanations or hypotheses that
offer rival causal explanations for the findings. For
example, pain might persist even after the injury
has healed. There might be other variables operat-
ing which maintain a person’s experience of pain.

Threats to internal validity in
intervention studies

Cook & Campbell (1979) defined a number of
threats to the internal validity of intervention stud-
ies, including experiments and quasi-experiments.
These threats to internal validity compromise
the ability of the researcher to conclude that the
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different interventions administered to groups of
subjects are in fact responsible for the differences
or lack of differences that are observed. Threats to
internal validity are sources of alternative explan-
ations for the outcome of an investigation.

The main threats to internal validity include:

1. History. This refers to events that intervene
between the pre-intervention test and
post-intervention test that do not form part of
the treatment or intervention being investigated
by the researcher. For example, in a study of the
effects of an exercise programme on hyperten-
sion, some of the patients might take up addi-
tional exercise, such as playing tennis. The effects
occurring as a result of these unplanned activities
are history effects.

2. Maturation. In a study over time, the patients may
naturally mature or change. This is a particular
issue with paediatric and geriatric populations
and studies that are conducted over an extended
time period (longitudinal studies). Maturation
refers to any time-dependent internal changes in
respondents or patients which might influence
the outcome. For example, simple infection will
resolve without interventions through the action of
the immune system.

3. Testing. The patient may, as a result of familiarity
with the testing procedures, appear to improve
spontaneously. These are sometimes called prac-
tice effects. For instance, the re-administration of
an 1Q test might lead to better performance without
an actual improvement in the subjects’ intellects.

4. Instrumentation. During the time between
measurements, the measuring instrument might
change, for example start reading heavier or
lighter, leading to apparent improvement or deteri-
oration when no such change has occurred.

5. Regression to the mean. This is a special effect
that originates from the unreliability of test
measures. Often, clinical research involves the
selection for study of patients who have achieved
particularly low or high scores on one or more
measures, for example the most depressed
patients or those with the highest measured
cholesterol levels. It is often found that such
patient groups, when retested, will show apparent
spontaneous improvement (or decline) known as
regression towards the mean.

6. Selection or assignment errors. The groups being
compared may be different at the outset prior to
any intervention because of inadequate assign-
ment or selection procedures. If the groups are
different to start with, then this difference is likely



Threats to internal validity in intervention studies

to persist after the intervention. Thus a post-
intervention difference may not reflect the effects
of the intervention when the groups were different
at the start.

7. Mortality. You do not have to have anyone die in a
study to have research study mortality! Mortality
in a study refers to when a participant withdraws
from the study before its completion. There may
be more dropouts in one group than in others,
making the groups different. For example,
participants in a placebo group might reject an
ineffectual treatment and refuse to participate
to the conclusion of the study. Since the partici-
pants who drop out might be different from those
who stay, the experimental and the control group
no longer remain equivalent. Once again, if the
groups are different, it is difficult to ascribe these
differences to their different treatments.

The following investigation illustrates that some
of the above threats to validity generate plausible
alternative explanations for outcomes. A recent
study attempted to demonstrate the effects of an
exercise programme in patients with occlusions
(blockages) of some of the major arteries in the
leg. The ‘effect’ or the dependent variables meas-
ured included the distance walked by the patient
to ‘limits to the pain tolerance’. The independent
variable or the ‘cause’ was the exercise programme,
which included daily walking, with encourage-
ment to increase the distance daily. In addition the
patients were also strongly advised to stop smoking
and were given a diet low in animal fats and carbo-
hydrates. More than half the patients were smokers
and reported that their smoking declined mark-
edly by the end of the programme. The procedure
for the study involved pre-tests on the dependent
variables (including walking), the administration of
the treatment, and then a re-test six weeks after
the programme commenced. The results (Fig. 4.1)
appeared to indicate an increase in the walking dis-
tance. The study was done under the guidance of a
vascular surgeon, who also selected the patients.

Figure 4.1 shows that there was an increase in
the patients’ average walking distance. The ques-
tion here is: “Was this change in the dependent
variable (effect) caused by the independent varia-
ble or by other uncontrolled extraneous variables?’
Extraneous variables are variables other than the
independent variables which plausibly influence the

Difference

|

Distance walked

Pre-test Post-test

Time

Figure 4.1 « Walking tolerance: before and after exercise
programme.

dependent variable. As discussed earlier, uncon-
trolled extraneous variables are the sources of
threats to internal validity.

1. History. The threat here is from simultaneous
changes in walking, smoking pattern, and diet,
any of which might have been responsible for
some or all of the changes in the dependent
variable reported in the study.

2. Maturation. The degree of this threat depends

on the natural history of the illness. Natural

improvements (or, for that matter, deterior-
ation) in the condition might account for at
least some of the difference in walking.

Testing. Both the pre-test and the exercise

programme included walking. It is possible that

the difference between pre-test and post-test
is simply due to practice effects, the patients
becoming more confident in walking to real
tolerance limits.

4. Instrumentation. This threat is not relevant in

this instance, in that no sophisticated or poten-

tially inaccurate measuring devices were used
to measure the dependent variable.

Regression to the mean. Possibly the vascular

surgeon selected extreme cases for the study:

those most in need of treatment. Their perform-
ances might have drifted back towards the
mean on the post-test.

. Selection errors and mortality. These threats

are not relevant, as no control group was
included in the hypothetical study.

w

(3]

We have not shown that the extraneous variables
described above necessarily caused the reported
difference. Rather, because of the lack of control,
the investigator cannot claim that the differences



found in the dependent variable necessarily reflect
changes due to the independent variable, i.e. that
the change observed in the outcome measure was
caused by the treatment.

The need for control

We have seen how uncontrolled extraneous events
and variables can result in plausible alternative
explanations for the outcomes of an investigation.
In causal research, the adoption of an appropri-
ate design potentially enables us to remove the
confounding influences of extraneous variables. If
we can do this, i.e. correctly attribute any effects
we observe to our interventions and eliminate the
effects of other uncontrolled factors upon out-
come, we can say that the experiment is internally
valid or has internal validity.

In the context of laboratory research, an inves-
tigator can use several types of strategy to achieve
control over extraneous variables. For example,
a physicist studying electricity will make sure
that the apparatus is insulated against extraneous
electrical disturbances; a researcher studying bio-
feedback would make sure that the subjects were
in a noise-insulated, temperature-controlled room.
In ‘field’ research, in applied clinical settings, such
tight control is not feasible. Other methods, such
as the inclusion of control groups in the design,
are used to maximize internal validity.

A control group consists of subjects that
undergo exactly the same conditions as the group
receiving the intervention under investigation. For
example, in drug trials control group participants
will often receive an injection of saline solution,
if the experimental treatment is administered via
injection, in order to control for the effects of
actual injection. If the medication were adminis-
trated orally, similar-looking inert tablets would be
used for control subjects. It has been found that if
people receive any form of ‘therapy’, improvement
may occur even when the ‘treatment’ or interven-
tion is physiologically and chemically inert. This is
referred to as a placebo effect. The control group
allows the researcher to measure the size of the
placebo effect, and to take it into account when
interpreting the study results.
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If we are to include a control group in our
intervention studies, it is essential that at the out-
set the experimental and control groups are as
similar as possible. We have to take the group of
subjects participating in the study and split them
up into the experimental and control groups as
equally as possible. This process is called assign-
ment. The assignment of subjects to their groups
by the investigator is an essential feature of an
intervention study.

The use of control groups in
clinical research

Let us re-examine the investigation outlined on
page 45 in terms of the impact upon internal
validity when we use a control group in the study.

1. Assess the walking distances of the patients in a
pre-treatment test.

2. Assign subjects into experimental or control
groups by matching on the basis of pre-test per-
formance, and random assignment within pairs.

3. Administer:

(a) experimental intervention (total package of
exercise plan, walking, diet and smoking
reduction) and

(b) control intervention (an alternative activity,
walking, diet and smoking reduction). The only
difference between the two groups is that one
group receives the exercise programme, and
the other some alternative activity.

4. Test both groups on walking distance, following
the treatment.

The results of this fictional study are presented in
Figure 4.2.

Let us examine how this new design stands up
to threats of internal validity in contrast to the
original investigation outlined on page 45.

1. History. Both groups had walking, smoking decre-
ment and diet; it is unlikely that the difference
between post-test results shown in Figure 4.2 is
due to these variables.

2. Maturation. Both control and experimental
groups had the same time to recover or deterior-
ate; it is unlikely that this factor explains
the difference.



Distance walked

Post-test

Figure 4.2 » Hypothetical results of a pre-test/post-test
study.

. Testing. Both groups had the pre-test and the
walking; it is unlikely that this factor explains the
difference.

. Instrumentation. Not relevant to this study.

. Regression to the mean. Both groups were similar
on pre-test performance, given that they were
matched.

. Selection error. Random or matched assignment
would have controlled for this, so initial differ-
ences between the two groups is minimized.

. Mortality. This depends on the actual data;
internal validity is preserved if drop-out rates are
equivalent in the two groups.

We can see that using a design with a control
group resulted in an improvement of the internal
validity of the investigation. Note that the use of a
control group has not removed the effects of his-
tory and other extraneous variables in this study.
It is still possible, but much less likely, that the
differences in the outcomes for the two groups
were not a result of the different interventions
they received. Now the investigator has a much
sounder basis for deciding whether or not the
exercise programme was effective.

It should be noted that there are ways, other
than the use of control groups, to minimize the
effects of uncontrolled extraneous variables. For
example, if ‘noise’ is a possible extraneous variable
in administering a test, we may ‘insulate’ from it
by using a quiet setting. However, if noisy settings
are the norm in real life, then the search for higher
internal validity may be at the cost of external
validity.

Self-assessment

Summary

The demonstration of causality involves the dis-
counting of plausible alternative explanations for
the study outcomes. If there are uncontrolled
extraneous variables, these may generate plausible
alternative explanations to the research hypothesis
that the intervention alone was responsible for the
study outcomes. In this case the investigation is
said to have low internal validity. When designing
a study to investigate the causal effects of an inter-
vention we aim to reduce the threats to internal
validity. When the design includes an appropriate
control group, the ability to attribute causal effects
to the intervention and not to other extraneous
events becomes more convincing.

However, in field research involving human
subjects, complete control over the phenomena
is not possible. To some extent, control might
have to be sacrificed in order to ensure the exter-
nal validity of the results. In the next chapter,
we examine a variety of research strategies and
the designs used within these strategies aimed at
maximizing internal and external validity.

Self-assessment

Explain the meaning of the following terms:

assignment errors
causality

causal explanations
control

. dependent variables

extraneous variables
history

. independent variables

instrumentation
internal validity
maturation .

mortality

regression to the mean
testing

True or false

1. Itis possible to have an effect occur prior to its
cause.
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. If a group of children were found to have
improved their reading skills in a long-term
treatment programme, it would be easy to
eliminate maturation as a rival explanation to
treatment for their improvement.

. If two groups in a study start off on an unequal
basis, this would probably be an example of
assignment errors.

. In a test of skill that is easily learned, testing
effects are unlikely to be a problem.

. Control groups will eliminate assignment errors.
. If the researcher can attribute the outcomes in
a study to the treatment programmes employed
and not other factors, then the study is internally
valid.

. If a study is internally valid then it must be
externally valid.

. Mortality refers to the difficulty of patients dying
while undergoing the treatment programme.

. Regression to the mean occurs mainly in studies
where groups have been selected to participate
on the basis of some form of extreme score in a
pre-test.

Control refers to the need to eliminate alterna-
tive conflicting explanations for the outcomes
observed in a study.

Multiple choice

1. If a group of participants in a study are

selected on the basis of a particularly poor pre-
assessment, it is likely that they will appear to
‘improve’ when re-assessed soon after, without
any treatment. This phenomenon is known as:

a regression to the mean

b maturation

¢ history

d assignment error.

. If, after a 12-month programme, a group of
children with reading problems had improved
their reading ages by an average of 9 months,
a viable alternative explanation for the results,
other than the effectiveness of the programme,
would be:

a regression to the mean

b maturation

¢ history

d assignment error.

. If, after the evaluation of the effectiveness of two
different rehabilitation programmes, it was found
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that the participants in the ‘better’ programme
had all attended a disability workshop together,
a viable alternative explanation for the results
other than the programme would be:

a regression to the mean
b maturation

¢ history

d assignment error.

. If, after the evaluation of the effectiveness of two

different rehabilitation programmes, it was found
that the participants in the ‘better’ programme
were selected from a less-impaired group, then
a viable alternative explanation for the results
other than the programme would be:

a regression to the mean
b maturation

¢ history

d assignment error.

. The advantage of including a control or

comparison group in a study of treatment effec-
tiveness is that:

a effects such as maturation can be eliminated
b effects such as maturation can be reduced
c effects such as maturation can be measured
d effects such as maturation can be ignored.

. If a well-designed study demonstrates a con-

vincing advantage of one therapeutic technique
over another, but is based on a sample of five
people in the two groups, then the study is likely
to have:

a high internal and low external validity
b high external and low internal validity
¢ low internal and external validity

d high external and internal validity.

. Those patients that receive inert treatment in a

control comparison group yet respond as if they
had received real treatment are demonstrating:
a the placebo effect

b external validity

¢ internal validity

d regression to the mean.

. In along-term treatment study with a single

group with no comparison or control group,
it is possible to attribute any improvements
observed to:

a the treatment
b history effects
¢ maturation

d all of the above.



sSection Two

Discussion, questions

and answers

Our next discussion question takes us back over 50
years in time, to the setting of the closed psychi-
atric institutions where persons with serious men-
tal illnesses were often confined under dismal and
overcrowded conditions. Psychiatric researchers
were desperately seeking new and effective treat-
ments which could enable the residents to return
to the community and thus to relieve the pressure
on the institutions. A team of Italian researchers,
led by the psychiatrist Cerletti, were working on a
new technique which they hoped would provide a
quick and effective treatment for schizophrenia.

Unfortunately, their research programme was
guided by what was later shown to be a false
hypothesis: that persons who suffered from epi-
lepsy did not develop schizophrenia. On the basis
of this false hypothesis it was predicted that indu-
cing epileptic convulsions would help to reduce
the signs and symptoms of schizophrenia. Thus, in
the late 1930s thousands of mentally ill persons
were administered convulsants, such as the drugs
cardiazol and metrazol. The drugs induced convul-
sions that were difficult to control and proved to
be very dangerous. Cerletti argued that the use of
electrical shocks to induce epileptic convulsions
would be a safer approach than the drugs.

In an article which outlines the historical
development of electroshock, Krzyzowski (1989)
reported what happened when Cerletti and his
assistant Bini first presented these ideas to their
colleagues.

Bini, at a conference in Munich in 1936, and
Cerletti in the same year in Milan, mention
the possible application of electric current

to cause therapeutically desired epileptic
attacks. The idea was almost unanimously
rejected on the grounds of its barbarity and
associated hazard. It should be noted that

the electric chair had just been introduced in
America.

(Krzyzowski 1989, p. 51)

Despite this hostile reaction, Cerletti and his
team continued research into electric shock,
experimenting with animals in Rome’s slaughter-
houses. According to Krzyzowski (1989, pp 51-52)
the team was ready for their first human subject
by 1938.

On April 15 1938, a patient manifesting dis-
tinct symptoms of mental illness was admit-
ted into the clinic in Rome after having been
arrested by the police for travelling on a train
without a ticket. The condition of the patient
was then as follows: fully normal orientation,
expressed distinct introversion and persecu-
tion delusions often using neologisms. He
considered himself to be under telepathic
influence directing his behaviour. At the same
time he exhibited hallucinations thematically
related to the delusions. He was depressed
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and altered neurological conditions were
found. Schizophrenia was diagnosed.

Having selected their first subject, the team

administered the first electroconvulsive therapy
(ECT) procedure.

Two electrodes were attached symmetrically
in the vicinity of the crown and forehead and
then a relatively low 80V current was passed
for 1.55s. On switching the current on, the
patient sat upright on the bed, his muscles
contracted and he fell back onto the bed, not
losing consciousness, however. He cried out
for a while and then became quiet.

It appeared that the voltage applied was too
low to induce the convulsion required for the
therapeutic effectiveness of the ECT procedure.
What happened next is discussed by Krzyzowski:

Continuation of the treatment was postponed
until the next day. The patient, on hearing of
such suggestions, roused himself and shouted
normally: ‘No more. It could kill me’. The
words were spoken aloud normally, while
previously he used only a specific and hardly
understandable jargon, self-devised and full of
neologisms. This normal utterance confirmed
and assured Cerletti of the effectiveness of

the method and, in spite of the strong reserva-
tions of his assistants, he decided to repeat the
ECT without delay. This time a 110V current
with a pulse duration of 1.5s was used. Once
again a short lived, general contraction of

all muscles was observed followed by a full
classic epileptic type attack of convulsions. All
those present uneasily watched the pallidness
and cyanosis accompanying the attack, relax-
ing as the patient gradually recovered.

The story, you will be pleased to hear, had a
happy ending.

After prolonged treatment consisting of 11
full and 3 incomplete shocks, the patient was
discharged from the clinic in good health.
At follow-up a year later, the mental state of
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the patient was seen to be good and stable.
Subsequent years evidenced a widening
application of ECT.

(Krzyzowski 1989, p. 52)

As a matter of interest, ECT is still used by
contemporary psychiatrists, but in a greatly modi-

fied fashion:

° |tis used with anaesthetized patients, with elec-
trodes placed only on one side of the head.

° Itis not used with persons with schizophrenia (for
whom it was found to be ineffective) but rather
with persons who are profoundly depressed.

o |tis used as a ‘last resort’ when current pharma-
ceutical treatments are ineffective.

Questions

The following questions concerning research plan-
ning are related to the above narrative:

1. On the basis of the information given propose
aims and/or hypotheses which might have
guided the above study.

2. Given the state of psychiatric knowledge and
practice of the late 1930s, do you think the above
study was justified?

3. Give three or four reasons why a contemporary eth-
ics committee might reject such a research project.

4. By present ethical standards, what should have
been done after the patient shouted ‘No more, it
could kill me’?

5. Cerletti proceeded with a more severe shock
on the grounds that the previous shock
‘improved’ the patient’s condition. Comment on
this logic, in the context of scientific methodology.

6. Do you think such dangerous experiments are
ever justified in the context of health care? If yes,
under what conditions?

7. Discuss two or three problems with the ‘internal
validity’ (Ch. 4) of this study. Suggest simple
changes in ‘control’ which may help to improve
internal validity.

8. Comment on the ‘external validity’ of this study
in the light of the fact that in subsequent studies
ECT was shown to be ineffectual as a treatment
for schizophrenia.

9. Do you think Cerletti and his colleagues
were guided by a rather simplistic paradigm
of schizophrenia? Explain, by comparing the
biomedical and biopsychosocial approaches
discussed in Section 1.
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Answers

1.

The research seems to have been guided by

several interrelated aims and/or hypotheses.

(a) The first aim was to find the electrical shock
intensity that was sufficient to induce an
epileptic seizure in a human.

{b) The second aim was to demonstrate that the
seizure did not result in death or disability;
that is, that the treatment was ‘safe’.

(c) The hypothesis implicit in the research might
be stated as: ‘A course of ECT is effective
for reducing the signs and symptoms of
schizophrenia’.

You may be able to suggest other aims and

hypotheses. None of the outcomes was stated

precisely in the paper quoted.

As you may have judged from this brief excerpt,

the state of knowledge concerning the biological

causes of mental illness was confused and had a

weak empirical basis. Biological treatments, such

as drug-induced epileptic seizures, were poorly
theorized, dangerous and generally ineffective.

In this context, in the late 1930s, it could be

argued that experimenting with new and safer

treatments was justified.

We outlined some relevant ethical guidelines in

Chapter 2 in terms of which the present study

would be judged as problematic, e.g. question-

able benefits for patients, lack of informed con-
sent, dangerous and painful intervention and lack

of consultation with the relatives/guardians of a

mentally ill person.

Obviously, discontinue the research. Even though

the person was confused when admitted to the

hospital, his request was rational and reasonable.

There was no doubt whatsoever concerning the

patient’s desires, and by present ethical standards

researchers must comply with such requests.

The first electrical shock did not induce the epilep-

tic convuision which was postulated as the factor

‘causing’ the therapeutic change. As the first

shock simply hurt the man, there was no theo-

retical or empirical justification for his apparent
improvement being due to this shock.

One could argue that risking people’s health and

lives in the context of ‘heroic’ medicine is never

justified. Rather, we should look to prevention or
gentler, more natural treatments. The other point
of view is that aggressive medical treatment is
justified if there are incapacitating and chronic
problems, such as schizophrenia. According to

this approach, painful and potentially harmful
experimental treatments are justified provided
that the study is well designed and the partici-
pants are well informed and have consented.

. The issue is whether or not the apparent improve-

ment in the patient’s condition was due to the

ECT or to other ‘extraneous’ factors or variables.

There are several possibilities which provide

plausible alternative explanations, such as:

(a) History. The patient may have been fright-
ened by the treatment and ‘pretended’ to be
better to escape the situation.

(b) Maturation. The patient may have recovered
anyway: his condition may be cyclical.

(c) Testing or instrumentation. There may have
been inaccuracies and bias in the way in
which the patient’s condition was assessed.

Control may be introduced by using groups of

persons who have (a) no treatment and/or (b)

another treatment for schizophrenia. The appro-

priate designs for showing causal effects are
outlined in Section 3. However, because of the
poorly designed research in the area, there were
almost two decades of useless treatments before
it became evident that ECT was not an effective
treatment for schizophrenia.

. Clearly, there was no evidence that the improve-

ment claimed in this study was caused by ECT.
In addition, it is tricky to make inferences from
unrepresentative samples to populations. In this
study, the patient may have shown symptoms

of depression, which perhaps responded to the
treatment. But this may not be generalizable to
persons who show other patterns of schizophre-
nia. External validity is ensured by appropriate
sampling procedures (Ch. 3) and clear operational
definition and assessment of the condition, as
outlined in Chapter 12. Without appropriate
sampling and assessment procedures, we may
use inappropriate treatments, unsuitable for the
specific needs of our patients.

. The researchers were working in the context of a

‘biomedical’ model, assuming that schizophrenia
was simply a biological disorder which could be
suddenly cured by a heroic treatment such as
ECT. A biopsychosocial approach takes a more
complex view of chronic disorders, and research
programmes include identifying and treating both
psychological disabilities and social handicaps
entailed in schizophrenia. Biopsychosocial
research may involve both quantitative and quali-
tative methods.
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In the previous section, we identified broad cate-
gories of descriptive (non-experimental) and causal
(experimental) strategies for conducting research.
The aim of Section 3 is to discuss these issues in
more detail by examining various research designs
and outlining their applications for conducting
health sciences research. As in other areas of crea-
tive human activity, such as architecture or the
fashion industry, designs refer to explicit plans for
completing an object or an activity.

The conceptual basis for experiments is the
need for control, as outlined in Chapter 4. In
experimental research (see Ch. 5) we manipulate
one or more variables (independent variables),
while controlling the extraneous variables, by
using appropriate controls such as control groups.
If the experiment is well designed and properly
conducted we are in a position to demonstrate
the causal effects of the independent variables on
the outcome or dependent variables. The random
assignment of subjects to experimental groups is a
common way to achieve control. However, health
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and illness outcomes often have multiple and
interacting causes requiring multivariate experi-
mental designs.

Another issue we will address is reactivity of
human beings to social situations, such as being
involved in research. Appropriate experiments
attempt to control for the biases of both the par-
ticipants and the experimenters involved in a
research project.

There are situations where for practical or
ethical reasons we cannot randomly assign sub-

jects to control or treatment groups. Here we

use quasi-experimental methods which involve
comparing pre-existing groups undergoing dif-
ferent treatments (see Ch. 6). There are other
research designs discussed in Chapter 6, includ-
ing naturalistic comparisons, correlational designs
and surveys. Naturalistic comparisons and correl-
ational designs enable us to describe and predict
relationships among variables, but should be used
only with extreme caution in attempting to under-
stand causal effects. Surveys that include the use
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of questionnaires and interviews to study a per-
son’s knowledge, attitudes and beliefs concerning
aspects of health and illness are essentially a tool
for descriptive research. The accuracy of the infor-
mation collected within the framework of non-
experimental designs depends to a large extent
on the use of appropriate sampling strategies for
selecting the partipants.

An interesting and commonly used design in
clinical settings is the n = 1 or ‘single case’ design.
The advantage is that using n = 1 designs we may
be able to demonstrate causal effects using only
one or two subjects, without the need for separ-
ate control groups. The major limitation of n = 1
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(and other types of clinical case studies) is that the
findings may not be generalizable to other cases or
situations.

Chapter 8 describes some of the elementary
characteristics of qualitative field research designs.
This chapter aims to compare and contrast quan-
titative and qualitative research, and describes
the importance of qualitative research for under-
standing the personal experiences of our clients
and/or patients. Qualitative data collection strat-
egies (such as in-depth interviewing and partici-
pant observation) are outlined in Section 4 and
quantitative data analysis in Section 6.
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randomized controlled trial (RCT) is an experi-
mental research design aimed at assessing the
effectiveness of a clinical intervention. The experi-
mental approach has also been used more broadly
in the ‘hard’ sciences.
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The specific aims of this chapter are to:

1. Examine the basic structure of experimental
research designs and RCTs.

2. Consider threats to the validity of the results
obtained from experiments and RCTs.

Experimental research

Experimental studies and RCTs involve the fol-
lowing steps:

1. Definition of the population. Researchers define
the population to which they wish to generalize.
For example, this might be males over 55 years
with coronary heart disease or the local commu-
nity or a certain type of health care organization.

2. Selection of the sample. Using an appropriate
sampling method, the study sample is selected
from the population. It is desirable that the
sample is representative of the population. It is
important to note that steps 1 and 2 are common
to all research designs.

3. Assignment procedures. Using a randomized
assignment procedure the participants are
allocated to the intervention groups. Random
assignment means that each participant has
equal chance of being assigned to any of the
groups. In an RCT, one of the groups receives a
control intervention with the active component
of the intervention missing. For example, in an
experimental study of the effectiveness of differ-
ent types of weight-loss programmes, one group
might receive an instruction manual, another might
receive supervised dietary training and a third
group may receive no intervention. The purpose of
the randomized assignment procedure is to ensure
that the groups are as similar as possible on all the
relevant variables. If the groups are substantially
different, it will be very difficult to attribute any dif-
ferences in final outcome to the ‘treatments’ being
administered.

4. Administration of intervention (treatment). The
researcher then administers the intervention(s) to
the various groups participating in the
experiment. This is called the independent
variable(s). It is important that the intervention
is administered in an unbiased way, in order
that a fair test of any differences in outcomes may
be provided. As will be discussed later, aware-
ness of the expected outcomes on the part of
participants may lead to a spurious biasing of the
outcomes for those participants. Therefore, the

true aims and expectations of the researcher are
sometimes concealed from the participants in an
attempt to control expectancy effects.

5. Measurement of outcomes. The researcher
assesses the outcome of the experiment through
measurement of the dependent or outcome
variable(s). Sometimes, the dependent variable is
measured both before and after the experimental
intervention (this is called a pre-test/post-test
design) and other times only afterwards (this is
called a post-test only design).

Thus, in an experimental study the researcher
actively manipulates the independent variable(s)
and monitors outcomes through measurement of
the outcome or dependent variable(s).

Assignment of participants
into groups

Random assignment

The simplest approach is to assign the participants
randomly to independent groups. Each interven-
tion group represents a ‘level’ of the independent
variable. Say, for instance, we were interested in
the effects of a new drug (we will call this drug A)
in helping to relieve the symptoms of depression.
We also decide to have a placebo control group,
which involves giving patients a capsule identical
to A, but not containing the active ingredient.

Given a sample size of 20, we would assign each
participant randomly to either the experimental
(drug A) or the control (placebo control) group.
Random assignment could involve encoding all the
20 names into a computer program and using ran-
dom numbers to generate two groups of 10. In this
case, we would end up with the two equivalent
groups:

Number of
participants
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Here n_and n_ refer to the number of participants
in each of the groups, given that the total sample
size (n) was 20. We can have more than two groups
if we want. For example, if we also included
another drug ‘B’, the independent variables would
have three levels. We would require a total of 30
participants if the group sizes remained at 10.

Matched groups

Random assignment does not guarantee that the
two groups will be equivalent. Rather, the argu-
ment is that there is no reason that the groups
should be different. While this is true in the long
run, with small sample sizes chance differences
among the groups may distort the results of an
experiment or RCT. Matched assignment of the
participants into groups minimizes group differ-
ences caused by chance variation.

Using the hypothetical example discussed pre-
viously, say that the researcher required that the
two groups should be equivalent at the start of
the study on the measure of depression used in the
experiment. Using a matched-groups design the
participants would be assessed for level of depres-
sion before the treatment and paired for scores
from highest to lowest. Subsequently, the two par-
ticipants in each pair would be randomly assigned
to either the experimental group or the placebo
control group. In this way, it would be likely that
the two groups would have similar average pre-
test depression scores.

Different experimental designs

Four types of experimental design will be dis-
cussed. These are the post-test only, pre-test/
post-test, repeated measures and factorial designs.

Post-test only design

At first it may appear that this would make meas-
urement of change impossible. At an individual
level this is certainly true. However, if we assume
that the control and experimental groups were ini-
tially identical and that no change had occurred
in the controls, direct comparison of the post-test

scores will indicate the extent of the change. This
type of design is fraught with danger in clinical
research and should only be used in special circum-
stances, such as when pre-test measures are impos-
sible or unethical to carry out. The assumptions of
initial equivalence and of no change in the control
group often may not be supported and, in such
cases, interpretation of group differences is diffi-
cult and ambiguous.

Pre-test/post-test design

In this design, measurements of the outcome or
dependent variables are taken both before and
after intervention. This allows the measurement of
actual changes for individual cases. However, the
measurement process itself may produce change,
thereby introducing difficulties in the clear attri-
bution of change to the intervention on its own.
For example, in an experimental study of weight
loss, simply administering a questionnaire con-
cerning dietary habits may lead to changes in those
habits by encouraging people to scrutinize their
own behaviour and hence modify it. Alternatively,
in measures of skill, there may be a practice effect
such that, without any intervention, the perform-
ance on a second test will improve. In order to
overcome these difficulties, many researchers turn
to the post-test only design.

Repeated measures

In order to economize with the number of par-
ticipants required in an experimental design, the
researchers will sometimes re-use participants in
the design. Thus, at different times the partici-
pants may receive, say, drug A or drug B. If it were
the case that every subject encountered more than
one level of the drug variable or factor, then ‘drug’
would be termed a repeated measures factor. An
important consideration is using a ‘counterbal-
anced’ design to avoid series effects. For example,
half the participants should receive drug A first,
and half drug B. If all the participants received
drug A first and then drug B, the study would not
be counterbalanced and we would not be able to
determine whether the order of administration
of the drugs was important. Time is a common
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~Table 5.1 Examples of a factorial design

CLo
-
L
e

o ~ DrugA ~ Nodrug

s
SRR

Rogerian therapy 1 2
No psychological therapy 3 4

repeated measures factor in many studies. A pre-
test/post-test design involves the measurement of
the same participants twice. If ‘time’ is included
in the analysis of the study, then this is a repeated
measures factor. In statistical analysis, repeated
measures factors are treated differently from fac-
tors where each level is represented by a separate,
independent group. This is true both for matched
groups, discussed earlier, as well as for repeated
measures, discussed above.

Factorial designs

A researcher will often not be content with the
manipulation of one intervention factor or variable
in isolation. For example, a clinical psychologist may
wish to investigate the effectiveness of both the
type of psychological therapy and the use of drug
therapy for a group of patients. Let us assume that
the psychologist was interested in the effects of
therapy versus no psychological treatment, and of
drug A versus no treatment. These two variables
lead to four possible combinations of treatment
(see Table 5.1).

This design enables us to investigate the sep-
arate and combined effects of both independent
variables upon the outcome measure(s). In other
words, we are looking for interactions among the
two (or more) factors. If all possible combinations
of the values or levels of the independent vari-
ables are included in the study, the design is said
to be fully crossed. If one or more is left out, it
is said to be incomplete. With an incomplete fac-
torial design, there are some difficulties in deter-
mining the complete joint and separate effects of
the independent variables.

In order that the terminology in experimental
designs is clear, it is instructive to consider the way
in which research methodologists would typically
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describe the example design in Table 5.1. This is
a study with two independent variables (some-
times called factors), namely, type of psychological
therapy and drug treatment. Each independent
variable or factor has two levels or values. In the
case of psychological therapy, the two levels are
Rogerian therapy and no psychological therapy.
This would commonly be described as a 2 by 2
design (each factor having two levels). There are
four groups (2 X 2) in the design.

If a third level, drug B, was added to the drug
factor, then it would become a 2 by 3 design with
six groups required. Two groups, drug B with
Rogerian therapy and drug B with no psycho-
logical therapy, would be added. It is possible to
overdo the number of factors and levels in experi-
mental studies. A 4 X 4 X 4 design would require
64 groups: that is a lot of research participants to
find for a study. It is relevant to note that when
we evaluate two or more groups over a period of
time we are also using a factorial design.

Multiple dependent variables

Just as it is possible to have multiple independ-
ent variables in an experimental study, it is also
sometimes appropriate to have multiple outcome
or dependent measures. For example, in order to
assess the effectiveness of an intervention such as
icing of an injury, factors such as extent of oedema
and area of bruising are both important outcome
measures. In this instance, there would be two
outcome measures. The use of multiple dependent
variables is very common in health research. The
outcomes measured are usually evaluated individ-
ually, although there are more complex statistical
techniques which enable the simultaneous analysis
of multiple dependent variables.

External validity of experiments
and RCTs

We have already discussed external validity in
Chapter 3. There are further criteria for ensuring
the generalizability of an investigation, depend-
ing on the procedures used and the interaction
between the patients and the therapist.
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The Rosenthal effect

A series of classic experiments by Rosenthal (1976)
and other researchers have shown the importance
of expectancy effects, where the expectations of
the experimenter are conveyed to the experimen-
tal subject. This type of expectancy effect has been
termed the Rosenthal effect and is best explained
by consideration of some of the original literature
in this area.

Rosenthal and his colleagues performed an
experiment involving the training of two groups of
rats in a maze-learning task. A bright strain and a
dull strain of rats, specially bred for the purpose,
were trained by undergraduate student experiment-
ers to negotiate the maze. After a suitable train-
ing interval, the relative performances of the two
groups were compared. Not surprisingly, the ‘bright’
strain significantly outperformed the ‘dull’ strain.

What was surprising is that the two groups
of rats were actually genetically identical. The
researchers had deceived the student experiment-
ers for the purposes of the study. The students’
expectations of the rats likely had resulted in dif-
ferent handling and recording which had apparently
affected the rats’ measured learning outcomes.
Rosenthal’s results have been confirmed time and
time again in a variety of experimental settings,
and with a variety of participants.

If the Rosenthal effect is so pervasive, how can
we control for its effects? One method of control
is to ensure that the ‘experimenters’ do not know
the true purpose of the study; that is, the experi-
mental hypothesis. This can be done by withhold-
ing information - just not telling people what you
are doing — or by deception.

Deception is riskier and less ethically acceptable.
Most organizations engaged in research activity
have ethics committees that carefully monitor and
limit the use of deception in research. If the peo-
ple carrying out the data collection are unaware
of the research aims being tested we say that they
were ‘blind’ to the research aims.

The Hawthorne effect

As well as the impact of the expectations of par-
ticipants in experimental studies, there is also the

issue of whether attention paid to participants in
the experimental setting alters the results.

In the late 1920s, a group of researchers at the
Western Electric Hawthorne Works in Chicago
investigated the effects of lighting, heating and
other physical conditions upon the productivity of
production workers. Much to the surprise of
the researchers, the productivity of the workers
kept improving independently of the actual physi-
cal conditions. Even with dim lighting, produc-
tivity reached new highs. It was obvious that the
improvements observed were not due to the mani-
pulations of the independent variables themselves,
but some other aspect of the research situation.
The researchers concluded that there was a facilita-
tion effect caused by the presence of the research-
ers. This type of effect has been labelled the
Hauwthorne effect and has been found to be preva-
lent in many settings. Of particular interest to us is
the Hawthorne effect in clinical research settings.
It must be considered that even ‘inert’ or useless
treatments might result in significant improvements
in the patients’ condition under certain circum-
stances. The existence of the placebo effect rein-
forces the importance of having adequate controls
in applied clinical research. Although we cannot
eliminate it, we can at least measure the size of it
through observation of the control group, and eval-
uate the experimental results accordingly.

Controlled research involving
human participants

Investigations involving human participants require
that researchers should consider both psycho-
logical and ethical issues when designing experi-
ments. Human beings respond actively to being
studied. When recruited as a research participant,
a person might formulate a set of beliefs about
the aims of the study and will have expectations
about the outcomes. In health research, placebo
effects are positive changes in signs and symptoms
in people who believe that they are being offered
effective treatment by health professionals. These
improvements in signs and symptoms are in fact
elicited by inert treatments probably mediated by
the patients’ expectations. Health professionals
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who hold strong beliefs about the effectiveness of
their treatments communicate this attitude to their
patients and possibly increase the placebo effects.

Placebo responses as such are not a problem in
everyday health care. Skilled therapists utilize this
effect to the patients’ benefit. Of course, charla-
tans exploit this phenomenon, masking the poor
efficacy of their interventions. In health research,
however, we need to demonstrate that an inter-
vention has therapeutic effects greater than a pla-
cebo, hence the need for a placebo control group.
The ideal standard for an experiment is a double-
blind design, in which neither the research par-
ticipants nor the health providers/experimenters
know which participants are receiving the active
form of the treatment.

It is not always possible, however, to form pla-
cebo control groups. In the area of drug research
and some other physical treatments it can be possi-
ble; but with certain behaviourally-based interven-
tions, in areas such as psychotherapy, physiotherapy
or occupational therapy, double-blind placebo inter-
ventions may be impossible to implement. For
instance, how could a physiotherapist offering a
complex and intensive exercise programme be
‘blind’ to the treatment programme being offered?
In these situations researchers employ no treat-
ment or traditional intervention control groups
when evaluating the safety and effectiveness of a
novel intervention.

Also, there are ethical issues that need to be
taken into account when using placebo or non-
intervention control groups. Where people are suf-
fering from acute or life-threatening conditions,
assignment into a placebo or no-treatment con-
trol group could have serious consequences. This
is particularly true for illnesses where prolonged
participation in a placebo control group could have
irreversible consequences for the sufferers. Under
such circumstances, placebo or no-treatment con-
trols might well be unethical and the selection of a
traditional treatment group would be preferred.

Summary

The experimental (RCT) approach to research
design involves the active manipulation of the
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independent variable(s) through the admin-
istration of an intervention often with a non-
intervention control group and the measurement of
outcome through the dependent variable(s). Good
experimental design requires careful sampling,
assignment and measurement procedures to maxi-
mize both internal and external validity.

The Hawthorne and Rosenthal effects are
important factors affecting the validity of experi-
mental studies, and we attempt to control for
these by ‘blinding’ when ethically possible.

Common experimental designs include the
pre-test/post-test, post-test only, repeated meas-
ures and factorial approaches. These designs ensure
that investigations can show causal effects. More
recent approaches to evidence-based health care
have emphasized the importance of employing
experimental trials wherever possible.

Self-assessment

Explain the meaning of the following terms:

control group

double blind

factorial design
Hawthorne effect
history

independent variable
instrumentation
internal validity
matching
mathematical model
maturation

mortality

physical model
placebo effects
post-test only design
pre-test/post-test design
random assignment
Rosenthal effect
selection error

True or false

1. The dependent variable is the variable measured
by the investigator.



10.

11.

12.

13.

14.

15.

16.

Selection or assignment errors arise when, after
the assignment of the participants, the groups
are not equivalent.

If in a clinical investigation more people die in
the control group than the experimental
group, the investigation lacks internal

validity.

Ideally, the control group and the experimen-
tal group should receive exactly the same
treatments.

Given that a placebo is an inert substance, its
administration has no effects on the partici-
pants’ behaviours.

The random assignment of participants is
always preferable to assignment by matching.
Persons can serve as their own controls.

We reduce the effects of subject and experi-
menter expectancies by blindfolding.
Dependent variables are manipulated by the
researcher.

Control can be exercised by keeping the values
of extraneous variables constant.
Confounding extraneous variables generate
explanations other than the independent
variable.

Placebo effects can be seen as confounding
extraneous variables.

If A antecedes B, then A must be the

cause of B.

‘Double-blind’ experiments are impossible for
evaluating some health interventions.
‘Maturation’, that is natural recovery, can be an
extraneous variable.

The use of placebo control groups is always
unethical.

Multiple choice

1.

The aim of controlled observation is to:

a remove the effects of confounding
influences

b identify the effects of the independent vari-
able on the dependent variabie

¢ establish causal relationships

d all of the above.

To say that an investigation lacks internal validity
means that:

a the independent variable had no effect
b the dependent variable was not measured

¢ uncontrolied variables may have affected the
outcome

d there were several dependent variables.

Self-assessment

3. Which of the following is most representative of
a placebo effect?

a

b

Headache is reduced when an antidepressant
is administered.

Headache is reduced one second after
swallowing an analgesic, well before it is
absorbed by the body.

Headache is increased after a fierce argument
with a ‘significant other’.

Headache is decreased after the use of
biofeedback.

A researcher is studying the effect of a new drug on
healing of ulcers. Patients are assigned randomly,
by the physician who treats them, to receive either
the standard treatment or the new drug. Patients are
informed that they are being studied, but they do not
know which treatment they are getting. The measure
of rate of healing is the number of days until the ulcer
is completely healed.

4. The independent variable in the above
study was:

7.

a
b
c
d

ulcers

the new drug
type of treatment
rate of healing.

The dependent variable in the above study was:

a
b
c
d

ulcers

the new drug
type of treatment
rate of healing.

This study is:

a

d

double blind because the patients do not
know what treatment they are getting or
which is expected to be more effective
double blind because neither the researcher
nor the patients know what treatment each
person is getting

single blind because the patients do not
know what treatment they are getting but the
physician who treats them does

not blind at all as the patients know they are
being studied.

Which of the following threats to internal validity
is not controlled for in this study?

a
b
c
d
e

maturation

regression to the mean
repeated testing
history

none of the above.
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8. This investigation is an example of:
a an experiment, because patients are assigned
randomly
b a study, because the treating doctor did the
assigning
¢ an experiment, because two treatments are
compared
d a study, because there is no control
group.
9. If an experiment is internally valid, this means
that:
a the study’s results cannot be generalized to
other equivalent settings
b the sampling method is appropriate
¢ the study is not really an experiment
d the independent variable is responsible for
any trends observed

e the dependent variable has face
validity.

A researcher wishes to study the effectiveness of
a new drug for treating arthritis. Participants are
selected randomly from patients attending a clinic
and are assigned randomly to treatment with the
new drug (A) or with the current standard treatment
(B). A pre-test/post-test design is used. A number of
arthritic symptoms are assessed using a checklist of
seven items.

10. The dependent variable in this study is:
a the number of arthritic symptoms
b the new drug
¢ the method of assignment
d the type of treatment.

11. The independent variable in this study is:
a the number of arthritic symptoms
b the new drug
¢ the method of assessment
d the type of treatment.

12. The actual outcome of the study is illustrated
by the following graph. Even though the
participants were assigned randomly, the
graph indicates possible threat(s) to internal
validity due to:

a maturation

b regression to the mean
c assignment

d bandc

e all of the above.

13. A factorial design involves:

a more than one independent variable
b more than one dependent variable

62

14.

16.

18.

Pre-test Post-test

¢ only one independent variable, but with more
than one level

d no control group

e none of the above.

Simulation research means:

a using computers to analyse data

b studying differences between different artifi-
cial limbs

¢ studying a model of a situation to reach con-
clusions about a situation

d pretending to research one behaviour while
actually studying another.

An appropriate design for an investigation will
be one which:

a minimizes all possible sources of error
b is experimental

c gives you the answer you expect

d none of the above.

If a study is externally valid, then:

a it must have been an experiment

b the dependent variable has face validity
¢ it cannot be internally valid

d its results can be generalized to other equiva-
lent settings.

7. The placebo effect:

a happens only in drug studies

b occurs in experimental as well as control
groups

¢ is another name for relaxing participants

d occurs only if you do not have double
blinding.

Random selection of participants in a study is

typically employed to:

a maximize generality of the results

b minimize random measurement error

¢ control assignment errors

d minimize the Rosenthal effect

e minimize the Hawthorne effect.



Self-assessment

19. Random assignment of participants in an 20. The principal advantage of a factorial design
experiment is typically employed to: is that:
a minimize random measurement error a all important factors are taken into account
b minimize the Rosenthal effect b only one factor is considered
¢ minimize the Hawthorne effect ¢ the dependent variable is more reliable
d ensure that the experimental and control d the joint effects of two or more independent

groups are similar at the outset variables may be assessed

e maximize generality of the results. e the independent variable has more levels.
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Chapter Six

Surveys and quasi-

experimental designs
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Introduction

In the previous chapter, the basic features of the
experiment were presented. Experiments or ran-
domized controlled trials (RCT5), when properly
designed and implemented, allow the study of
causal relationships between variables. However,
there are many other legitimate research designs.
Although the RCT is held up by some commen-
tators, such as those using the Cochrane Collab-
oration framework, as producing the highest
level of research evidence, most health sciences
research does not use an experimental design. For
example, Bloch (1987) reported that of the 757
articles on back pain interventions published in
1985, only eight employed RCT or experimental
designs. In this chapter we will examine a variety
of approaches used for investigation of research
questions that do not lend themselves to an
experimental approach.
The specific aims of this chapter are to:

1. Examine the uses of naturalistic non-experimental
designs.

2. Discuss the use of surveys in health sciences
research.

3. Outline the characteristics of designs involv-
ing naturalistic comparisons, correlations and
quasi-experiments.

4. |dentify some of the limitations of these
designs.
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Naturalistic non-experimental
research designs

If experimental designs are supposed to provide the
tightest possible control of extraneous factors, why
should we resort to alternative non-experimental
research methods? There are a number of reasons
why non-experimental research designs ought to
be employed instead of experimental designs.

1. Many variables are not amenable to experimental
manipulation, i.e. they are static. For example,
if the research question is concerned with sex
differences in responses to heart surgery, then
sex cannot be manipulated by the researcher.
Similarly, if the researcher is interested in age dif-
ferences, the ages of the participants cannot be
altered by the researcher.

2. Often, it is ethically inappropriate to investigate
research questions using an experimental design.
For example, if a researcher wished to perform
a study on the effects of smoking upon health,
studying this in an experimental design would
require the experimenter to allocate participants
randomly to the smoking or non-smoking group.
Clearly, it is unethical to force some participants
to smoke and others not to smoke. In experi-
mental designs using a non-treatment control
group, valuable and effective treatment might be
withheld from participants. This situation involves
serious ethical concerns that might lead to an
experiment not being approved.

3. Experiments are best used to study simple causal
relationships between variables, i.e. does the
intervention cause positive therapeutic effects?
However, many human diseases and illnesses are
not determined by a single cause but rather by a
number of causes interacting in a complex fash-
fon. For example, heart disease may be caused
by factors such as smoking, excessive stress,
inappropriate diet or genetic factors. To identify
such possible causal (or risk) factors, we need to
study systems as they function in nature. That is,
we should investigate patients in their natural
setting, even with the difficulties this entails.

Naturalistic non-experimental designs are appro-
priate alternatives to experimental methods. In the
health sciences, experimental methods are focused
on a rather narrow band of research questions that
relate to the effectiveness of interventions. There
are many other interesting research questions that
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do not relate to intervention effectiveness and,
even when the questions do relate to interventions,
there are circumstances in which non-experimental
methods are more appropriate.

Surveys

Surveys are investigations aimed at describing accur-
ately the characteristics of populations for speci-
fic variables (see Fig. 2.1). Surveys are commonly
used in health research for the following purposes:

1. To establish the attitudes, opinions or beliefs of
persons concerning health-related issues. The
data collection technigues often include question-
naires or interviews.

2. To study characteristics of populations on health-
related variables, such as utilization of health
care, blood pressure, emotional problems or drug
use patterns.

3. To collect information about the demographic
characteristics (age, sex, income, etc.) of popula-
tions. A government census can be an important
source of knowledge concerning population
characteristics.

The statistics obtained from surveys can present
us with an overview of the patterns of states of
health, illness and the use of health services in a
given community. In this way, we can gain insights
into issues such as the prevalent causes of death
or the health-related requirements of the popu-
lation. The outcomes of the surveys can be the
bases for hypotheses and theories concerning the
causes of illness in a community. The area of health
science concerned with such matters is called
epidemiology.

Epidemiology

Epidemiology is the field of study that is con-
cerned with the distribution and determinants
of health and illnesses in groups of people. Last
(1988) defined epidemiology as:

The study of the distribution and determin-
ants of health related states or events in
specified populations and the application of
this study to control of health problems.



Epidemiology is a frequently used approach in
public health as it is concerned with the study of
the health of populations. It differs from much
clinical research in that it is oriented to the popu-
lation or group rather than individual level.

Epidemiology goes back to the time of
Hippocrates who was concerned with the effects
of environments upon the health of populations.
The work of John Snow in the 19th century con-
cerning the epidemiology of cholera is also consid-
ered to be a major landmark in the development
of the discipline. Snow mapped the distribution
of cholera cases in London and demonstrated that
the water supply to different houses supplied by
different water companies was involved with the
transmission of the disease. The existence of the
cholera organism was inferred from these obser-
vational data.

Epidemiology focuses on specific target popu-
lations and compares the occurrence of different
health or disease states within these populations.
Thus the numbers of cases, new cases and the
relative risk of having the target condition are
key components of the epidemiological approach.
Two key terms in epidemiology are incidence and
prevalence. The incidence of a disease is the rate
at which new cases occur in a specified popula-
tion during a specified period. The prevalence of a
disease is the proportion of a specified population
that have the target condition at a specified point
in time.

These basic definitions are often used to con-
struct indicators of population health that can
be compared across different countries. The
World Health Organization (WHO) maintains
statistics concerning rates such as the birth rate,
the infant mortality rate and perinatal mortal-
ity rate. The WHO web-sites provide a wealth of
comparative epidemiological data (http://www.
who.int/en/).

Epidemiology is also concerned with how dis-
eases are transmitted or spread within populations.
The classic epidemiological approach conceptual-
izes disease within the framework of host, agent,
vector and environment. The host is the human,
the agent is the infection or health problem, the
vector is the means by which the disease is car-
ried, e.g. in the case of malaria this may be a

Epidemiology

mosquito, and the environment is the setting or
mechanism that promotes the exposure. Disease
can be transmitted directly (from person to per-
son) or indirectly (via water, such as was demon-
strated in Snow’s classic study of London water
supplies). Although this framework was devel-
oped initially within the context of infectious dis-
eases, it is actually much more broadly applicable.

The pattern of outbreaks of disease within pop-
ulations is also an area of interest to epidemiolo-
gists. Common patterns of occurrence of diseases
include endemic, epidemic and pandemic patterns.
A disease is-said to be endemic to a particular area
if it habitually occurs within the area. An epidemic
is the occurrence of a disease that is over and
beyond the usually expected rate. We often talk
of flu epidemics, meaning an unexpectedly high
rate of the occurrence of influenza. A pandemic is
a worldwide epidemic. We have become acutely
aware of pandemics such as human immuno-
deficiency virus/acquired immuno-deficiency syn-
drome (HIV/AIDS) and other feared pandemics
such as severe acute respiratory syndrome (SARS),
and, more recently, avian flu.

Epidemiology uses both experimental and non-
experimental designs for collecting evidence.
Beaglehole et al (2000) provide a useful discus-
sion of equivalences of epidemiological and other
research terminology.

Naturalistic comparison studies

Essentially, this type of study involves the com-
parison of naturally occurring groups or popula-
tions. For example, a researcher may be interested
in the relative performances of males and females
on a test of spatial abilities. The researcher might
take a sample of each sex studying at a university
and then compare the relative performances of
the males and females on the test. Alternatively, a
researcher might be interested in whether people
growing up in different cultures have different pain
reactions. Here, the researcher would select a sam-
ple of volunteers from the cultural groups of inter-
est and compare their pain responses to standard
pain stimuli.

There are extraneous variables which can be
controlled in this type of investigation. In these
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studies, the researcher can control variables such
as the ages or educational backgrounds of the par-
ticipants by selecting similar groups. However, the
researchers have not actually changed or manipu-
lated the variables being studied. All that has been
done is the measure of differences between natur-
ally occurring groups.

To relate this to our first example, if our
researcher determines that there is indeed a statis-
tically significant difference in the performance of
males and females on the measure(s) chosen, well
and good. If our researcher then claims that biologi-
cal factors are solely responsible for the differences,
this is another matter altogether. This inference is
only one of a number of alternative explanations
that could be advanced to account for the differ-
ences observed. It is possible, for instance, that
males and females in a sample have been exposed
to different types of toys and games during their
development, so that males might perform better
or worse on some tasks. In the second example,
any significant results in the pain responses might
not be due to ‘culture’, but rather to systematic
biological differences among the groups or a com-
plicated interaction between these factors.

The simple fact of the matter is that it is diffi-
cult to demonstrate causation in natural comparison
studies. However, if consistent evidence emerges
from a logical sequence of studies, the investigators
will gain crucial information about the differences
between groups on clinically relevant measures.
Natural comparison studies are vital components of
the researcher’s methodological tools.

Correlational studies

The aim of correlational studies in the health sci-
ences is to identify interrelationships among vari-
ables. In epidemiology these studies are referred
to as ‘ecological’ designs. A correlation is a statistic
that expresses numerically the strength of associ-
ation that exists between two or more variables.
Let us look at a simple illustration of correl-
ational or epidemiological studies. Say that clinical
observations indicate that people who suffer from
coronary heart disease tend to be overweight.
Such observations might generate the hypoth-
esis: “There is a positive correlation between being
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overweight and the probability of coronary heart
disease’. Here, the investigator will need to draw
a representative sample of the population of inter-
est (let’s say 500 men and 500 women randomly
selected from a population of healthy men and
women aged 40 living in a specified district). The
next step would be to measure the participants’
weights and heights. These measures might be
monitored over a period of time to check for dras-
tic changes in weight. The second variable would
be measured by the criterion of whether or not
the participant suffered from heart disease during
a specified period (e.g. ten years), representing
the length of the study. The incidence of coronary
disease can then be converted into a probability
for a particular category of weight (see Table 6.1).

It can be seen from Table 6.1 that the higher
an individual scores on one variable (percentage
overweight), the higher the scores on the other
variable (probability of coronary heart disease). In
this way, the fictional data presented in Table 6.1
are consistent with the predictions of the hypoth-
esis stated above.

Two points should be considered at this stage.
First, no evidence has been presented that one
variable is causally related to another. This type of
investigation does not, by itself, allow us to con-
clude that, for instance, ‘being overweight causes
coronary heart disease’. There are several alterna-
tive hypotheses, such as ‘stress causes both being
overweight and heart disease’, which can also
account for the findings. Second, it is clear that,
at least for the period of the investigation, the
variable ‘percentage overweight’ does not account
for all of the other variable ‘probability of coronary
heart disease’. That is, according to the data pre-
sented in Table 6.1, there are normal or under-
weight individuals who suffer from coronary heart
disease and very overweight people who do not.
Clearly, there must be other variables which influ-
ence the incidence of coronary heart disease. There
are many other variables such as smoking, blood
cholesterol level, personality type, stress and fam-
ily history of heart disease that also correlate with
the probability of coronary heart disease.

Some diseases, for example lung cancer and
chronic back pain, have complex, interacting
causes. Natural comparison, correlational and
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Table 6.1 Fictional data representing the relationship between variables ‘percentage overweight' and ‘probability of coronary

. heart__disease' (for a 10-year period)

"”;':gl] [\‘,_l}‘

aghies Rl e ; participants

Underweight or normal 600
10-19% overweight 200
20-29% overweight 100
30-39% overweight 75
40% or mare overweight 25

ecological designs can help us to identify risk fac-
tors; that is, factors that might elevate the risk of
the onset or progress of these illnesses.

Quasi-experimental designs

If preventive interventions are to be undertaken to
reduce the risk factors associated with a disease,
then we require reasonable evidence that these
factors are, in fact, causally related to the disease.
Quasi-experimental designs are often used for this
purpose.

Quasi-experimental  designs can resemble
experiments, with the important difference that
there is no random assignment into treatment
groups. However, the investigator can control the
time at which a treatment is introduced or with-
drawn. One such method is a time-series design.
This type of design is used by both clinical and
epidemiological researchers.

Time-series designs

Time-series designs involve repeated observations
before and after a given treatment. In this way,
changes in the sequence of observations following
the introduction of a treatment may represent the
effects of the treatment on the observed variable.
Let us look at an example illustrating the use of
time-series designs in health sciences research.
Returning to the risk factor of ‘being over-
weight” we discussed previously, the following

goronary
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30/600 = 0.05
20/200 = 0.10
15/100 = 0.15
20/75 = 0.27
10/25 = 0.40

investigation using a time-series design could pro-
vide evidence for a causal relationship between this
variable and cardiac disease.

1. Select an appropriate population to study.

2. Specify the dependent variable; that is, some
clear-cut measure of ‘coronary heart disease’. A
commonly used measure may be the incidence of
the disease. By ‘incidence’ we mean the number
of new cases of the disease reported in relation
to the population within a specified period of time
(for example, 50 per 100000 per year).

. Introduce an appropriate treatment which reduces
the magnitude of the risk factor. In our example,

a health promotion package could be introduced,
emphasizing exercise and good eating habits.

Let us assume that this intervention is adequately
financed and a significant proportion of the
population adheres to the programme. It could
then be hypothesized that introduction of the
health promotion package will result in a decrease
in the incidence of coronary heart disease in the
community.

. Monitor the dependent variable over a period
of time. It is essential to have readings of the
variable both before and after the introduction
of treatment. In this instance, the incidence of
coronary illness would be determined from the
medical records of hospitals, clinics and phys-
icians. Public health authorities often gather and
make available such statistics.

Epidemiologists are involved in the monitoring
and surveillance of the health of human populations
to track the occurrence of existing and possibly
new health problems. The existence of HIV/AIDS
was established very early by epidemiologists at the
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US Centers for Disease Control using sophisticated
monitoring and surveillance systems. At the heart
of such systems are sophisticated data-gathering
procedures.

While the language and concepts of epidemi-
ology are different from the classical clinical disci-
plines, the approaches to data collection are quite
similar to those disciplines. Epidemiologists rely
upon the collection of (especially longitudinal)
survey data as the basis for their analyses of the
distribution and transmission of diseases, are
involved in the analysis of RCTs and, like clini-
cians, attempt to build causal and statistical mod-
els of disease occurrence.

Figure 6.1A and B represents two of the many
possible empirical outcomes using time-series
designs. We will assume that the incidence of the
illness was monitored for six years before and
after the introduction of the treatment.

There are, of course, other possible outcomes.
However, in this case, Figure 6.1A would be con-
sistent with the predictions of our hypothesis,
while the outcome shown in Figure 6.1B would
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Figure 6.1 A,B * Possible outcomes of time-series
designs.
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be inconsistent with our hypothesis. Discussion
of the way in which data generated by time-
series designs are analysed is beyond the scope
of the present text. Briefly, it involves the analy-
sis of trends (increase or decrease) found in the
dependent or outcome variable.

Time-series designs may have problems with
internal validity. What assurance have we that the
decrease in the incidence of coronary heart dis-
ease, shown in Figure 6.1A, was caused by the
introduction of the health promotion programme?
Perhaps there was another cause, such as the intro-
duction of drugs to control high blood pressure.

Multiple-group time-series designs

The introduction of multiple-group time-series
designs involves the comparison of two or more
naturally occurring groups. Let us examine a sim-
ple illustration of such designs by a fictional fur-
ther investigation of the coronary heart disease
problem.

Using a multiple-group time-series design, the
investigator would select a community which is as
similar as possible on demographic variables (socio-
economic classes, age, size of the community,
etc.) to the community being studied. In this way
we would have:

° Community A. Control. Do not introduce health
promotion programme.

o Community B. Introduce health promotion
programme.

Figure 6.2 shows two of the several possible
outcomes for such an investigation. Some research-
ers would call this type of design a prospective
cohort design; prospective refers to the fact that
the data are collected after the commencement of
the intervention and cohort refers to the fact that
we have multiple intervention/non-intervention
groups in the study.

Where the two communities show different
trends, the outcome shown in Figure 6.2A is con-
sistent with our previously stated hypothesis. How-
ever, in Figure 6.2B there is a trend for decrease
in both communities A and B, therefore the evi-
dence is not consistent with the prediction of the
hypothesis.
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Figure 6.2 A,B ¢ Possible outcomes of multiple-group
time-series designs.

Even with multiple-group time-series (pro-
spective cohort) designs, some threats to internal
validity remain. There are no guarantees that the
communities A and B were equivalent on all rel-
evant factors, or that there were no important
changes during the study in the communities
which might have influenced the incidence of cor-
onary heart disease. The best that researchers can
do is to identify and try to estimate the effect of
such extraneous factors on the dependent varia-
ble. There are problems such as insulating the two
groups: when people in community B learn about
the programme being carried out in community A
they, by themselves, might initiate aspects of the
programme.

The internal and external
validity of naturalistic designs

We have noted several types of problems con-
cerning the internal validity of investigations

£

using natural comparison, correlational and time-
series designs. These are similar to the problems
of internal validity found in experimental RCT
investigations. However, because researchers have
generally less control over the phenomena being
investigated, the use of natural comparison designs
makes it more difficult to evaluate causal hypoth-
eses. That is, given uncontrolled extraneous vari-
ables, a variety of plausible alternative hypotheses
might be offered to account for the findings.
Therefore, in areas such as epidemiology, research-
ers use evidence arising from a variety of investi-
gations using different types of designs to evaluate
their theories and models of the causes of human
diseases.

When evaluating evidence from natural com-
parison designs, the external validity of the find-
ings must be considered. In Chapters 3 and 5, we
stated that external validity refers to the general-
izability of the results of an investigation. Strictly
speaking, the results of an investigation should be
generalized only to the population from which the
sample was selected. For instance, consider the
example discussed previously, where a sample of
male and female students were compared on a test
of spatial ability. Any differences between these
two groups can be generalized validly only to the
population of students from which the samples
were drawn. Investigators sometimes forget this
obvious point, and try to make inferences about
males and females in general. Such sweeping gen-
eralizations are invalid. For instance, other cultures
with alternative child-rearing practices might well
have males and females with completely different
relative spatial abilities. Just because a variable is
found to be a risk factor in one community does
not guarantee that it will have the same influence
on diseases in another community. Clearly, the
finding that cigarette smoking is a serious risk fac-
tor for coronary heart disease in Western societies
does not necessarily mean that cigarette smoking
is a risk factor for coronary heart disease among
other cultural groups and settings. Given the com-
plex, interacting causes of coronary heart disease,
there may be different risk factors in communi-
ties which follow different lifestyles or have dif-
ferent physical constitutions. It is not surprising,
therefore, that advances in knowledge concerning
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systematic differences between culturally, racially
or sexually different groups have been slow and
controversial.

Summary

Descriptive surveys were shown to be important
ways of studying the attitudes, behaviours and
health problems of a community. Evidence of
this kind can be used to propose theories or test
hypotheses of the nature and causes of illness.
We examined several types of non-experimental
research  designs including epidemiological
approaches, naturalistic comparisons, correlational
and ecological designs, and time-series and pro-
spective cohort designs. It was argued that these
designs are appropriate alternatives to experimen-
tal designs, especially in field settings. However,
as with experimental RCT designs, investigations
using these designs must confront the same prob-
lems of internal and external validity.

Self-assessment

Explain the meaning of the following terms:

cohort studies
correlational studies
ecological designs
epidemiology

incidence

multiple-group time-series
naturalistic comparisons
prevalence
quasi-experimental designs
risk factors

surveys

time-series

True or false

1. If it is impracticable to manipulate an independ-
ent variable, the investigator might adopt a
non-experimental design.

2. The finding that the incidence of birth abnor-
mality has increased in a community since the
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10.

11.

12,

13.

14.

15.

16.
17.

18.
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fluoridation of the water supply is sufficient evi-
dence that fluoridation caused the birth defects.
If there is a high correlation between levels of
stress and heart disease, we can say that stress
is a risk factor in heart disease.

Time-series designs involve the repeated
observation of participants before and after
treatment.

An important difference between experimen-
tal and quasi-experimental designs is that in

a quasi-experimental study the participants
are not assigned into treatment groups by the
investigator.

A quasi-experimental design affords greater
control over extraneous variables than an
experiment.

It might be invalid to infer that there are general
differences between males and females on the
basis of findings involving a sample.

. An investigator compares the IQs of two ethnic

groups, but does not control for systematic
differences in socioeconomic status. Therefore,
the study lacks internal validity.

. When we speak of the ‘insulation’ of one group

from another, we mean attempting to prevent
participants in a control group learning about
and adopting the treatment given to an experi-
mental group.

If a risk factor is, in fact, a cause for a disorder,
we can predict that reducing the risk factor
should lead to a reduction in the incidence of
the disorder.

Surveys are utilized in the social, but not in the
medical, sciences.

‘Naturalistic’ designs are useful when it is physic-
ally or ethically impossible to manipulate the
independent variable.

The advantage of naturalistic designs over
experimental designs is that they enable the
investigator to exercise more control over the
independent variable.

Naturalistic designs should not be employed

to investigate conditions which have complex,
interacting causes.

Naturalistic comparisons yield data which
unequivocally establish the causal effects of the
independent variable.

A risk factor is a possible cause of a disease.
Quasi-experimental designs can involve the
production of ‘time-series’.

Time-series designs involve the calculation of
correlation between time and space.



19.

20.

21.

22,

A multiple-group time-series design involves the
comparison of two or more naturally occurring
groups over a period of time.

A multiple-group time-series design can be
employed only if the participants can be ran-
domly assigned into treatment groups.

For a factor to be recognized as a *risk factor’ it
must be shown that it correlates with aspects of
a disorder across cultures.

Epidemiologists are interested in the frequency
and causes of diseases.

Multiple choice

1.

Naturalistic designs are appropriate when:

a itis ethically inappropriate to manipulate the
independent variable

b only a small sample of participants is available

¢ the independent variable is extremely difficult
or impossible to manipulate

d aandc

e all of the above.

. Naturalistic comparisons differ from experimen-

tal designs in that:

a random selection of participants is not pos-
sible with naturalistic comparisons

b random assignment of participants is not
necessary with naturalistic comparisons

¢ naturalistic comparisons lack external validity

d all of the above.

. Arisk factor is:

a a sufficient cause for a complex disorder
b anecessary cause for a complex disorder
¢ bothaandb

d neither a nor b.

We compare a representative sample of
Kamchatkans and Patagonians currently resident in
Australia on a test of visual acuity.

Questions 4 and 5 refer to the above.
4,

The design employed in the above investi-

gation is:

a a naturalistic comparison

b atrue experiment

¢ afactorial design

d atime-series design.

Given that the sample of Kamchatkans are

found to have higher visual acuity than the sam-

ple of Patagonians, we can conclude that:

a Patagonians have poor eyesight

b Kamchatkans have higher visual acuity than
Patagonians

Self-assessment

¢ living in Kamchatka improves one’s visual
acuity

d Kamchatkans living in Australia probably have
higher visual acuity than Patagonians living in
Australia

e bothaandd.

. We employ correlational designs in order to:

a establish the magnitude and direction of
association between variables

b establish unequivocally causal effects

¢ identify the possible causes of disease
entities

d bothaandec.

We intend to investigate if the use of ice is

more effective than an exercise programme in

treating a particular type of physical injury. The

design most appropriate for investigating this

problem is:

a an experimental design
b a correlational design
¢ amodel

d atime-series design.

An investigator intends to establish if there is
a relationship between levels of atmospheric
lead and learning deficits in children. The
design most appropriate for investigating this
problem is:

a an experimental design

b a correlational design

¢ amodel

d atime-series design.

The graph below summarizes changes in infant
mortality rates over a period of years in two com-
munities, A and B. In community A, a programme of
intensive fetal monitoring was introduced at the time
indicated by the arrow. No such programme was
introduced in community B.

Questions 9 and 10 refer to the above information.

Mortality

Introduction of programme in community A

T —

Time
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9. The investigation should be described as:

10.

11.

a a correlational study

b an experiment

¢ atime-series design

d a multiple-group time-series design.

The findings summarized in the above graph
appear to be consistent with the conclusion
that:

a the introduction of fetal monitoring had no
effect on infant mortality rate

b the introduction of fetal monitoring decreased
mortality rate

¢ the introduction of fetal monitoring increased
infant mortality rate

d none of the above conclusions is consistent
with the data.

Risk factors of diseases:
a can be identified by correlational designs

b are not necessarily the sole causes of
diseases

¢ are not necessarily the same across cultures
d all of the above.

A multiple-group time-series design is introduced
to study the effects of an insecticide on the number
of spontaneous abortions. The insecticide was
introduced (not by the investigator) in community A,
but not in a similar community B. The graph below
represents the hypothetical data.

Spontaneous abortion rate

Commencement of spraying

Time
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12. On the basis of the graph above, one can con-

clude that:

a there is evidence that the introduction of the
insecticide increased spontaneous abortions
in community A

b there is no evidence that the introduction of
the insecticide increased spontaneous abor-
tions in community A

¢ there appears to be a contamination of
community B by the insecticide

d aandc.

13. An investigator distributes a questionnaire to a

14,

sample of ex-nurses in an attempt to discover

their reasons for leaving the profession. This is

best described as:

a a quasi-experiment

b an experiment

Cc asurvey

d asocial model.

In an attempt to demonstrate the causal

relationship between intake of animal fat and

heart disease, an investigator studies the eating

habits and heart disease rates of demograph-

ically defined groups. Which of the following

(hypothetical) findings is most inconsistent with

the hypothesis that ‘The intake of high levels of

animal fats causes heart disease’.

a Vegetarians have a lower rate of heart dis-
ease than meat eaters.

b Canadian males have a lower rate of heart
disease than Canadian females.

¢ The increase of protein and fat intake in
China has correlated with an increased inci-
dence of heart disease.

d Eskimos, whose diet consists mainly of ani-
mal fats, have lower incidence of heart dis-
ease than Egyptians who eat mainly grains.
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Introduction

We have discussed research designs involving the
comparison of groups of participants selected from
a population. These designs provide evidence con-
cerning the general causes of diseases, or the over-
all effectiveness of interventions. However, health
professionals often work with individual patients
and need to understand the specific causes of their
problems and the effectiveness of treatments as
applied to them as individuals. n = 1 designs illus-
trate the close relationship between the princi-
ples for conducting research and everyday clinical
practice.

The aim of the present chapter is to examine
single subject (n = 1) designs, as applied by a vari-
ety of health professionals in natural clinical set-
tings. You will be able to recognize close similarities
between these designs and the quasi-experimental
designs discussed in the previous chapter.

The aims of this chapter are to:

1. Identify methodological similarities between
clinical problem solving and designing n = 1
studies.

2. Examine the use and comparative advantages of
AB, ABAB, and multiple-baseline designs.

3. Comment on the validity of n = 1 designs.

4. Demonstrate how the interpretation of single case
studies is related to generally applied methodo-
logical principles.
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AB designs

Let us consider a simple example to illustrate the
basic procedures involved in using n = 1 designs.
Imagine that a patient is admitted to your ward
suffering from a condition that involves having a
high temperature. Before an appropriate inter-
vention is devised, the patient’s temperature is
recorded every 15 minutes, for 2 hours. Following
this time interval, the patient is given medication
to reduce temperature. The question here is: ‘How
do we show that the medication was effective for
reducing the patient’s temperature?’ Obviously, we
need to show that the patient’s temperature had
fallen following the administration of the medica-
tion. Figure 7.1 illustrates a possible outcome.

Let us assume that the drug is known to act
quickly, say in 20 minutes. The evidence shown
in Figure 7.1 would be clearly consistent with the
hypothesis that the medication caused a decrease
in the patient’s temperature. Let us generalize this
example to n = 1 designs used in various settings.
Figure 7.2 illustrates the general conventions used
inn = 1 designs.

Treatment
£ | Pre-treatment
[
g-
£
k]
Post-treatment
20 minutes Time

Figure 7.1  Possible outcome of an AB design.

Treatment
Baseline phase

Time

Figure 7.2 ¢ General structure of n = 1 designs.
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1. We can see that the y-axis (Y) represents the
outcome or dependent variable (DV): observa-
tions made of specific physical characteristics or
behaviours.

2. The x-axis represents the time over which the
observations were carried out.

3. The period A represents the sessions during which
no intervention was administered. This is the
‘control’ level of the independent variable (IV). The
observations recorded during A form the baseline.

4. Period B represents the sessions during which
intervention was administered, that is, the active
stage.

5. The observations taken during A are compared
with those taken during B. Systematic changes
in the DV between A and B phases (increases or
decreases) are assumed to reflect the influence of
the intervention.

Therefore, an AB design involves taking obser-
vations during phase A, introducing an appropriate
intervention, and then taking observations dur-
ing B. It might have occurred to you that several
of the threats to validity can be identified in AB
designs. An obvious threat to validity is matura-
tion, that is, recovery or deterioration occurring
in the patient that might influence the readings
on the outcome variable. Another possible threat
is history, that is, influences on the patient other
than the actual intervention. In the example we
just looked at, one could also argue that perhaps
the patient’s temperature would have gone down
even without the drug, because of the condition
improving by itself or the environment of the ward
(maturation), or perhaps the ward was air-condi-
tioned and the patient would have cooled down
anyway, drugs or not (history).

Next, we look at ABAB designs, which provide
stronger control for extraneous variables than AB
designs.

ABAB designs

The basic feature of ABAB designs is the alterna-
tion of intervention with no-intervention or base-
line phases. That is, the researcher introduces the
intervention following a baseline or no-interven-
tion phase, then the intervention is withdrawn and
then later re-introduced. Observations are recorded



Multiple baseline designs

during each phase and this approach permits con-
trol for the previously discussed threats to validity.
Figure 7.3 illustrates the outcomes for a hypo-
thetical drug study using an ABAB design. When
the drug is withdrawn (second A) the patient’s
temperature returns to previous levels. When the
drug is re-introduced (second B), the patient’s
temperature declines. Clearly, such an outcome
is consistent with a causal relationship between
the independent variable (intervention) and the
outcome or dependent variable (observations of
temperature). Figure 7.4 demonstrates the ideal-
ized results expected using ABAB designs with a
highly effective rapid-onset intervention.
Although the above design is useful for demon-
strating causal effects in a single individual, there
are situations where it is inappropriate. ABAB
designs are not particularly useful when there
is a good reason to expect that the effects for an
intervention are known to be irreversible following
the intervention. For example, if the medication
used in the previous example involved antibiot-
ics, then the discontinuation of such drugs after
a period might not result in the re-emergence of
the symptoms since the antibiotics might well cure

N—

Temperature

Time

Figure 7.3 ® Graph of patient’s temperature under differ-
ent treatment conditions.

Temperature

Time

Figure 7.4 ¢ General structure of ABAB designs.

the underlying problem. Even when reversal is
possible, it might not be ethical. Clearly, if we
have succeeded in establishing desirable effects in
our client during the first B period, we might well
be reluctant to reverse this for the sake of demon-
strating causal relationships.

Multiple baseline designs

Multiple baseline designs involve the use of concur-
rent observations to generate two or more baselines.
Given two or more baselines, the investigator has
the opportunity to introduce intervention affect-
ing only one set of observations, while using the
other(s) as a control. We will examine a hypothet-
ical clinical problem to illustrate these designs.

Imagine that we have a brain-damaged client
showing aggressive behaviours that disrupt ther-
apy. Therapy is offered in two situations, say occu-
pational therapy (Situation 1) and speech therapy
(Situation 2). A behavioural programme is devised,
aimed at reducing the frequency of the aggressive
outbursts. A multiple baseline design involves the
observation of the frequency of the target behav-
iour in both Situations 1 and 2. After establishing a
baseline, the intervention is introduced first in one
of the situations and then in the other. Evidence
demonstrating the effectiveness of the behavioural
intervention is shown in Figure 7.5.

Introduction of technique
in OT treatment sessions
E
3
i
S| ] ) 1 ] ) ] I
g 1 2 3 4 5 6 7 8 Week
g‘ Introduction of technique
3 in speech therapy sessions

Figure 7.5 » Aggressive behaviour of a brain-damaged
patient in two situations.
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Figure 7.6 ¢ General structure of multiple baseline
designs.

The hypothetical data presented in Figure 7.5
indicates that the frequency of the target behaviour
(aggression) declined in Situation 1 when the inter-
vention was introduced, while it remained stable
in Situation 2. The subsequent introduction of the
intervention in Situation 2 resulted in a decrease of
the behaviour.

Multiple baseline designs can also be introduced
by generating baselines for two or more behav-
iours, or for two or more individuals. Just as in
the example involving the different situations, the
interventions would be introduced first for one of
the behaviours or individuals and, subsequently, for
the others. Figure 7.6 illustrates a general example
for multiple baseline designs.

Clearly, by introducing the intervention at dif-
ferent times, we are controlling for the effects of
extraneous variables that might have influenced
our dependent variable. Both ABAB and multiple
baseline designs are appropriate for demonstrating
the benefits of therapeutic procedures in individ-
ual patients.

The interpretation of the results
for n = 1 designs

The principles for conducting and interpreting
health research are also relevant for evaluating the
effectiveness of everyday health practices. The
need for control and accurate measurement arises
when we intend to demonstrate that particular
interventions or preventive interventions are caus-
ally related to beneficial outcomes.
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As we have seen previously we can exercise con-
trol by systematically introducing and withdrawing
interventions and measuring concomitant changes
in the signs and symptoms of a disorder.

Hypothetical example

Let us examine a hypothetical example for illus-
trating four different methodological principles
relevant to the interpretation of n =1 studies.
Imagine that you are caring for a young man called
John who had suffered a severe fracture of the
femur following a motorbike accident. He is grad-
ually recovering with intensive rehabilitation but
he is still in severe pain when narcotic analgesics
are not provided.

Previous research has shown that transcutane-
ous electrical nerve stimulation (TENS) was a safe
and effective modality for managing acute pain.
However the intervention is not equally effective
for all patients so that there are no absolute guar-
antees that TENS will control pain in this par-
ticular patient. Also, even biologically inert pain
control techniques can reduce pain through pla-
cebo effects. In this case you decide to investigate
two clinically relevant research questions:

1. TENS is effective in reducing John’s pain.

2. The pain reduction is causally related to the
action of TENS.

Having obtained your patient’s informed con-
sent you decide to conduct an ABAB, n=1
design for obtaining evidence to answer the above
research questions. The variables here can be
defined as follows:

1. IV. The independent variable is the pain control
strategy using the TENS machine. The electrical
stimulation produced by the TENS machine can
be regulated such that you are in a position to
vary the output of the machine. Two settings are
selected:

(a) A represents a TENS output which is known to
be physiologically ineffective for activating the
‘pain-gating’ mechanisms (see Section 1). A
represents the ‘placebo control’ level of the IV.

(b) B represents a TENS output which is known
to be physiologically effective in activating
‘pain-gating’ mechanisms. B represents the
‘intervention’ level of the IV.
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2. DV. The outcome or dependent variable is an
explicit measure of aspects of the signs and
symptoms of the patent’s condition. In this
case we can select ‘pain intensity’ as a relevant
dependent variable, measured on a 10-point
scale (on this scale 0 represents ‘no pain at all’
and 10 ‘excruciating pain’).

3. EV. Extraneous variables are variables other than
the IV which can influence the DV and may ‘con-
found’ the demonstration of causal effects (Ch. 4).
In the present n = 1 study we are controlling for
extraneous variables by:

(a) using a placebo control condition

(b) introducing and withdrawing the active inter-
vention over time (ABAB).

The therapeutic effectiveness of the TENS for pain
control will be represented by the changes in the
pain intensity or the differences between the A and
B phases of the intervention. Table 7.1 provides the
procedure for conducting the data collection.

The ‘A’ phase gives us the baseline against which
we can compare the effectiveness of the active
TENS intervention for reducing pain intensity. The
outcome indicates a large and consistent difference
between the A and B levels of the independent
variable, and the large difference between A and
B indicates a clinically useful reduction in the pain
intensity experienced by John, your patient. You
are now justified in continuing the intervention
until he is sufficiently recovered to be painfree.

We hope you will agree that this was an inspir-
ing little story, the problem with it being that
things just do not normally happen this way in
the real world. The data we hypothesized above

Table 7.1 Data collection procedure for hypothetical example

=8 = £ o~ g £

Week 1 A phase (placebo) Daily assessment
of pain intensity
(at 0800 hours)

Week 2 B phase (treatment)

Week 3 A phase (placebo)

Week 4 B phase (treatment)

clearly illustrate an ideal, easily interpreted out-
come appropriate for educational purposes.
However, there may be some factors in the real
world that impact upon these idealized findings.
These include:

1. Variability. The above results are idealized, as
opposed to ‘variable’; that is to say, appearing to
be all over the place. We will look at the concept
of variability in Chapters 14 and 15. At this stage
it suffices to say that the more variable the find-
ings, the more difficult it is to identify the trends
and differences in results of n = 1 studies.

2. Effect size. The effect size is indicated by the dif-
ference between the baseline (A) and the interven-
tion (B) phases. If the effect size is large in relation
to the variability of the data, changes in pain
intensity will be easy to see. However, if the effect
size is small in relation to the variability of the data,
then changes in pain intensity will be hard to see.
Thus, the ability to detect the effects of interven-
tions is affected by natural variability in the meas-
ured variable.

The validity of n = 1 designs

We examined three (AB, ABAB, multiple base-
line) designs in the previous subsections. However,
more complicated, ‘mixed’ designs are available for
n =1 investigations. The mixed designs include
elements of both reversal and multiple baseline
strategies. We will not discuss these in detail in this
text; interested readers are referred to Barlow &
Hersen (1984).

A basic requirement for the valid interpretation
of all n =1 designs is the production of a sta-
ble baseline. Unless this requirement is met, the
interpretation of the results is extremely difficult.
In some clinical situations, the production of a
stable baseline might be unethical as it could
involve withholding treatment. The intervention
phase must also be long enough for the effective-
ness of the treatment to emerge. Some interven-
tions, such as those involving physical rehabilitation
or psychotherapy, might need to be administered
for months before their effectiveness, or lack of it,
becomes apparent. Clearly, we cannot assume that
the baseline and intervention phases are of equal
duration.



It is essential that the observations should be
valid and reliable. Some observations are straight-
forward, such as those based on taking tempera-
tures. However, given a more complex variable
such as ‘aggression’ we need to establish with
clarity that different observers agree on the type
of behaviours we are going to observe; behaviours
that might seem ‘aggressive’ to one observer might
not be classified as such by another.

We have already discussed how n =1 designs
attempt to control for the influence of extraneous
variables. Although the n = 1 designs can be con-
ceptually adequate to demonstrate causality, the
patients, being in their natural setting, can be influ-
enced by all sorts of uncontrolled events. After all,
it is not possible to insulate individuals from their
environment. Therefore, sources of invalidity must
be evaluated with respect to each n = 1 investiga-
tion. It must also be remembered that no matter
how sophisticated the n = 1 design, the observed
outcomes for any given case may not generalize to
other cases.

Summary

In this chapter, we examined three (AB, ABAB
and multiple baseline) of the designs available
for studying single individuals in their natural
settings. It was argued that ABAB and multiple
baseline studies provide a valid means for evaluat-
ing the causal effects of variables on therapeutic
outcomes. These n =1 designs are particularly
useful for establishing the usefulness of inter-
ventions for individual patients. Although some
limitations and ethical constraints might emerge
in conducting n = 1 studies, they provide a use-
ful tool for practising health professionals inter-
ested in evaluating the effectiveness of their
interventions.

Although the statistical analysis of n = 1 stud-
ies is beyond the scope of this introductory text,
it should be noted that graphing our observations,
as discussed in this chapter, provides evidence for
possible causal relationships. A precondition for
interpreting the results of n = 1 studies is having
an adequate number of stable observations across
the various conditions.
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The n =1 designs are quite similar to quasi-
experimental designs, in that the investiga-
tor has control over the type and timing of the
interventions.

Self-assessment

Explain the meaning of the following terms:

AB design
ABAB design
baseline

designs reversal
multiple baseline

True or false

1. n = 1 designs are most appropriate for conduct-
ing epidemiological investigations.

2. The graphing of n = 1 findings involves graph-
ing the magnitude of the dependent variable
along the y-axis and time or sessions along the
X-axis.

3. With an AB design, the time period A represents
the time period during which the intervention is
introduced.

4. Abaseline is a series of observations recorded
during a period when the intervention is
administered.

5. With an AB design an intervention is introduced,
withdrawn and then re-introduced.

6. A limitation in using ABAB designs in clinical
investigations is that it might be possible, but
unethical, to withdraw a treatment.

7. Using multiple baselines across two situations
involves establishing baselines, then admin-
istering treatments simultaneously in both
situations.

8. An advantage of using multiple baseline designs
over AB designs is the increased control over
threats to internal validity.

9. AB designs involve a period of initial treatment
followed by the withdrawal of the treatment.

10. For n = 1 designs, the ‘B’ period is when the
treatment is administered.

11. n = 1 designs cannot, in principle, indicate
causal effects.

12. The major advantage of n = 1 designs is that no
ethical issues need to be taken into account in
planning such research.



13.

14,

15.

16.

Mu
1.

An ABAB design involves introducing the treat-
ment twice.

An ABAB design provides a more powerful con-
trol over possible extraneous variables than an
AB design.

ABAB designs are particularly useful when
changes in the symptoms following treatment
are irreversible.

The production of a stable baseline might be
unethical in some clinical situations.

[tiple choice

Quasi-experimental and n = 1 designs are simi-

lar in that:

a they can both involve time-dependent sets of
observations

b both can involve control over the time at
which a treatment is introduced

¢ bothaandb

d neithera nor b.

An ABAB design:

a involves the use of two individuals, A and B

b has two baseline periods

¢ depends on manipulating A and measuring B

d involves correlating AA with BBC.

Consider the following outcome for an n = 1 type
investigation.

Symptom

Treat Treat

Time

Questions 3 and 4 refer to the graph above.

3.

This is a(n):

a AB design

b ABA design

¢ ABAB design

d ‘mixed’ design.

The above graph indicates that:

a the treatment appears effective in reducing
the symptom

Self-assessment

b the treatment appears to exacerbate the
symptom

¢ the treatment appears to have no effect on
the symptom

d no conclusion can be reached on the basis of
the obtained data.

A child with a serious behavioural problem at home
is institutionalized. After a 1-week period of obser-
vation, a behavioural treatment is introduced. The
graph below represents the fictitious results.

Problem behaviour

Introduction
of treatment

\/1\—~/\/

Time

Questions 5 and 6 refer to the above data.
5. This is a(n):

a AB design

b ABA design

¢ ABAB design

d multiple baseline design.

The above graph indicates that:

a the treatment appears to have improved the
child’s problem behaviour

b the treatment appears to have exacerbated
the child’s problem behaviour

¢ the treatment appears to have had no effect
on the child’s behaviour

d afactorial design should have been used.

. Treatment is undertaken to attempt to reduce

anxiety in an individual. An ABAB design is used

to evaluate treatment effectiveness. Because of

different shifts at a hospital, six different obser-

vers are used to record the anxiety-related beha-

viours. Problem(s) with this investigation is (are)

that:

a the observers might not record exactly the
same behaviours as reflecting ‘anxiety’

b the presence of the different observers might
influence the behaviours in different ways

¢ bothaand b

d neither a nor b.
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A new technique to improve running speed in
athletes is evaluated. The graph below represents
fictional results for two athletes.

9.

The above graph indicates that:

a the new technique appears to improve run-
ning speed

b the new technique appears to reduce running
speed

A commences technigue ¢ the new technique appears to have no effect
- 1 Athlete A on running speed
gl T ~—— e~ ——— d further investigations on the effects of the
§ ~ Alhlete B technique are necess§w. .
€ /U 10. The use of an ABAB design is most useful for
& I reducing threats due to:
B commences technique a placebo effects
Time b experimenter expectancy

¢ maturation
d assignment.

Questions 8 and 9 refer to the above data.

8. This design is:
a AB
b ABAB
¢ multiple baseline
d factorial.
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introduction

The research strategies discussed in previous chap-
ters can be called ‘quantitative’ in that the data
obtained consist of measurements which can be
statistically analysed. Quantitative research pro-
vides a particular perspective on health and illness.
However, there are alternatives. Qualitative or
interpretive research involves the investigation of
individuals and groups in their social settings. The
investigator seeks to understand the thoughts,
feelings and experiences of the research partici-
pants as people coping with their conditions and
treatments in a given social setting. The use of
evidence from qualitative studies has traditionally
been a fundamental source of knowledge in the
clinical and social sciences.
The aims of this chapter are to:

. Outline different conceptual approaches to
qualitative research.

. Compare and contrast specific dimensions
of qualitative and quantitative approaches to
research.

. Emphasize the importance of using evidence
from both qualitative and quantitative
research.

. Discuss basic strategies used for ensuring the
validity of qualitative research.

. Examine the scope and limitations of
qualitative research in the health sciences.

83



Qualitative research

What is qualitative research?

Qualitative research is disciplined enquiry exam-
ining the personal meanings of individuals’ expe-
riences and actions in the context of their social
environments. ‘Qualitative’ refers to the nature
of the data or evidence collected. Qualitative data
consist of detailed descriptions based on language
or pictures recorded by the investigator. By ‘dis-
ciplined’ we mean that the enquiry is guided by
explicit methodological principles for defining
problems, collecting and analysing the evidence,
and formulating and evaluating theories.

‘Personal meaning’ refers to the way in which
individuals subjectively perceive and explain their
experiences, actions and social environments.
Qualitative research provides systematic evidence
for gaining insights into other persons’ views of
the world, ‘putting ourselves into someone else’s
shoes’.

There are a variety of approaches to qualitative
research and these take different positions con-
cerning how data should be collected and ana-
lysed. There are also several diverse schools of
thought that have contributed to the historical
development of qualitative field research (see, for
example, Denzin & Lincoln 1994, Liamputtong
Rice & Ezzy 1999).

1. Phenomenology. Phenomenology, which is both a
system of philosophy and an approach to psy-
chology, emphasizes the direct study of personal
experience and the understanding of the nature
of human consciousness. Research in this area
involves ‘bracketing’ or putting aside the usual
preconceptions and prejudices that influence
everyday perception so that we can uncover the
pure constituents of conscious experience. Within
this framework, conscious experience is seen as
the basis for personal meaning as we reflect on
our experiences in the context of our goals and
purposes. An important concept adopted from
phenomenology is the notion of ‘multiple realities’,
that is, different people may consciously experi-
ence the world in quite diverse ways. This sug-
gests that in order to understand the meanings of a
person’s actions, we must become adept, through
empathy, at seeing things from their point of view.

2. Symbolic interactionism. Symbolic interactionists
emphasize that a social situation has meaning
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only in the way people define and interpret what is
happening. That is, people do not react to ‘objec-
tive’ aspects of their environments, but rather
their actions are guided by their personal inter-
pretations of the situation. It follows that different
people, on the basis of their past experiences
and their particular social positions, may come
to interpret a specific situation in quite divergent
ways, and act in conflicting fashions. For exam-
ple, a male obstetrician might view childbirth in
quite a different way from a female midwife, and
in turn their views might be quite discordant with
that of a woman giving birth. In social and health
care settings, it is useful to explore different per-
ceptions of events, as it is clear from the work of
symbolic interactionists that ‘shared perspectives’
among people cannot be taken for granted.

3. Ethnomethodology. Ethnomethodologists
study the processes associated with the way in
which people perceive, describe and explain the
world. Ethnomethodologists argue that the mean-
ings of specific actions and events are not neces-
sarily obvious, but are in fact rather
ambiguous and problematic. People select and
apply specific rules and principles in order to
define and give meaning to situations in which
they find themselves and in order to justify their
actions in a given situation. Ethnomethodologists
assert that we take an enormous amount of cul-
tural context, such as norms and rules, for granted
in our everyday communications and social
interactions, and we tend to ‘bracket’ this as obvi-
ous or common sense. It must be remembered,
however, that when the cultural backgrounds of
individuals diverge, the understanding of personal
meaning becomes less obvious or commonsense.

Although taking somewhat different views of per-
sonal meanings, the above three approaches have
common themes and have all contributed to the
development of qualitative field research. Table
8.1 shows key aspects of qualitative field research,
in contrast to quantitative approaches.

Data collection and
interpretation in
qualitative field research

The fundamental aim of planning and designing
qualitative field research is to position the investi-
gator close to the participants, so as to gain access



Data collection and interpretation in

_Table 8.1 Contrast between quantitative and qualitative methods

uuantimative

Perception of

subject matter definition of specific variables

Positioning of

researcher measurement of variables

Database Quantitative: interrelationships among
specific variables

Theories Normative: general propositions explaining
causal relationships among variables

Theory testing Controlled: empirically supporting or
falsifying hypotheses deduced
from theories

Applications Prediction and control of health-related

factors in applied settings

to and describe personal experiences, and to inter-
pret their meanings in specific social settings. The
following subsection develops in more detail the
corresponding points presented in Table 8.1.

Perception of subject matter

Qualitative research is preferably carried out in a
natural setting and there is no attempt made by
the investigator to control for extraneous influ-
ences. Furthermore, there are no operational defi-
nitions provided for the study variables, but rather
the health-related experiences being studied are
perceived and described as a whole, in their social
contexts.

Strong preconceptions or fixed hypotheses are
not advantageous for qualitative field research.
This is a different situation from that in quanti-
tative research, where there are precisely defined
hypotheses or aims for guiding the research.
Qualitative researchers do have general aims and
theoretical notions pertaining to the phenomena
being studied but these are tentative and are open
to modification as the data collection proceeds.

Reductionistic: identification and operational

Objective: detached observation and precise

qualitative field research

Dialitative
Qualitative s iR

Holistic: persons in the context of their
social environments

Subjective: close personal interaction with
subjects

Qualitative: descriptions of actions
and related personal meanings in context

Interpretive: providing insights into the nature
and social contexts of personal meanings

Consensual: matching researcher’s
interpretations with those of subjects and other
observers

Interacting with persons in a consensual,
value-consonant fashion in health care settings

Qualitative field research focuses on the in-
depth understanding of specific individuals and
groups, rather than studying the general charac-
teristics of a large population of individuals across
specific variables. It should be kept in mind, how-
ever, that some quantitative designs may address
single cases rather than large study populations.
For example, we have reviewed n = 1 designs. The
difference is that n = 1 designs address specific
variables representing aspects of the individual’s
behaviour or clinical symptoms, rather than
attempting to describe and understand individuals
holistically in the context of their natural social
settings. Such an approach is called ‘idiographic’
(describing a specific individual) as opposed to
the ‘nomothetic’ (describing general phenomena)
view of research in quantitative research.

Positioning of researcher

Accurate and replicable measurements are valued
in quantitative research. The fundamental position-
ing of the researcher is ‘objective’, that is, aiming to
perceive and record events without any personal
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bias or distortion. Within this quantitative frame-
work we assume an objective reality that can be
disclosed through accurate reproducible meas-
urement or observation. The situation in quali-
tative field research is far more complex, as the
researcher is more a part of the phenomenon being
investigated than the detached observer in quan-
titative research. To understand personal mean-
ings and subjective experiences one has to become
involved with the lives of the subjects being stud-
ied. That is, some degree of empathy must develop
between the researcher and the subject. By empa-
thy we mean the ability to ‘put ourselves in the
other person’s shoes’ or to see things from their
perspective(s). Reality is said to be constructed by
the individual.

A particular reason for the advancement of quan-
titative research has been the development of valid
and reliable measurement instruments. However,
when standardized tests and measures are used to
study a person, they become ‘enframed’ within the
limitations of the instrument, and their possible
unique self-expression may remain outside the
scope of the enquiry. The qualitative researcher
may find instruments intrusive, restricting the pos-

sibilities for understanding the ideas and emotions

of the respondent.

There are advantages to a ‘human measuring
instrument’ which is used in qualitative research.
After all, we are more adaptable and multi-purpose
than even very sophisticated machinery and we
may be able to observe subtle behavioural changes
and verbal and non-verbal cues in our participants.
In addition, as the investigation progresses, the
human ‘instrument’ becomes more aware of what
is happening and as we tune in with each other’s
points of view the data collection becomes more
accurate.

Database

The data obtained in quantitative research consist
of sets of measurements of objective descriptions
of physical and behavioural events. These are sum-
marized and analysed in accordance with statisti-
cal principles outlined at an introductory level in
Sections 4 and 5 of this book. The data in qualita-
tive research are descriptive, a ‘thick’ or thorough
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description of what people said, their actions and
activities, non-verbal behaviours and interactions
with other people: ‘The reality of the place should
be conveyed through representation of its mun-
dane aspects in a straightforward manner’ (Lofland
1971, p. 4). An important aspect of field research
is keeping thorough, up-to-date field notes. These
should be recorded as closely as possible to the
time of occurrence of the phenomena under study.
The field notes should contain direct quotations
from the participants and the settings in which
the statements and actions were recorded. Where
possible (where it is appropriate and not overly
intrusive), the researcher may use audio and video
recordings. This helps to record interviews, and
improves accuracy in conveying what was said and
done in a given setting, since it is possible to review
the obtained information.

Although ‘objectivity’ does not mean remain-
ing detached from the situation, it is essential
in qualitative research that the reports of events
should be truthful. The investigators should not
allow ideological biases to distort or censor their
observations, or deliberately lie to place their sub-
jects in a good or bad light. This is a particularly
important point as, given the close personal inter-
action with the subjects, one may be predisposed
to report favourably.

By ‘database’, we mean the overall evidence
that forms the basis for theory formation and
specific applications for health care. In quanti-
tative research, the database will consist of the
statistically treated data which will enable us to
see how specific variables are interrelated. In
terms of qualitative field research, the database
is essentially a narrative (or a story, if you like)
that reports what has happened to people, what
they did or said in specific situations. This narra-
tive should be adequately detailed so as to illumi-
nate for the reader the personal meanings that the
health-related events had for the informants.

Theories

Theories represent our current state of knowledge
about the state of the world. Theories are abstract,
coherent explanatory systems which integrate a
broad range of research findings. Theories may be
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constituted of premises stated in everyday lan-
guage, with particular attention paid to the appro-
priate use of concepts and the logical development
of the premises.

Theories based on quantitative evidence inte-
grate patterns of findings concerning the interre-
lationships among variables. Such theories often
contain ‘models’, which may be mathematical and/
or systems representations of the patterns of find-
ings. Models of anatomical and physiological proc-
esses, such as those of the circulatory or nervous
systems, are good examples of successful quantita-
tive models. Conversely, theories integrating evi-
dence from qualitative research do not address facts
about how objects are constituted and interact,
but rather are the overall interpretations of per-
sonal meanings emerging in specific social settings.

Some commentators (Guba & Lincoln 1983)
argued that data collection and theory formation
should be intrinsically integrated rather than being
different stages of the research process. In addi-
tion, it is suggested that personal meanings should
be seen as unique and idiosyncratic, and thus no
attempt should be made to integrate systemati-
cally such diverse personal positions. Theory, from
an idiographic position, is seen essentially as the
accurate presentation of the situation from a par-
ticular person’s perspective.

Other qualitative researchers approach theory
formation by attempting to identify common
‘themes’ or categories of meanings emerging from
the data. The important point here is that the theo-
retical categories are developed from evidence
expressing personal meanings, rather than ‘facts’
derived from the statistical treatment of objective
measurements concerning variables. In this way,
theory is said to be ‘grounded’ in the narratives of
particular individuals.

Some researchers stress the broad, culture-
interpreting aspects of qualitative field research.
The formation of critical theory explains how per-
sonal meanings and actions emerge and are influ-
enced by the person’s social and cultural milieu.
Critical theories identify the extent to which indi-
viduals’ self-perception and freedom for action
may become distorted and limited by the opera-
tion of power and coercion within a culture (e.g.
Grundy 1987, pp 15-19, 106-114). As a general

illustration, critical theories of the lives and expe-
riences of Western women in the 1960s were cru-
cial to the development of feminist movements.

Theory testing

Theories based on quantitative evidence lead
to clear-cut, empirically testable predictions or
hypotheses logically deduced from the theories.
Theories are supported or falsified by a body of
evidence collected under controlled conditions.
Testing qualitative theories is somewhat differ-
ent, as no causal mechanisms are included in the
theoretical framework. The simplest verification of
qualitative interpretations is to go to the subjects
themselves, in order to establish if the researcher’s
interpretations make sense to them. The extent to
which a consensus develops between researchers
and their subjects is one of the important indica-
tions of the truth of qualitative theories.

Applications in health care delivery

The applications of quantitative evidence and theo-
ries are essentially technical, providing mechanisms
in terms of which we can predict and control spe-
cific health-related variables. That is, we apply
quantitative approaches for discovering the causes
and progress of diseases and disabilities, for devel-
oping and validating assessment procedures and for
evaluating the effectiveness of interventions.

In contrast, qualitative field research provides
evidence and theories that enable us to under-
stand our clients better as human beings. This
research discloses how illnesses, disability and
health care delivery affect people’s lives inter-
preted from their points of view. In the following
subsection, we will examine some of the applica-
tions of qualitative field research for improving
health care delivery.

Qualitative field research

When there are significant differences in the cul-
tural backgrounds and experiences of persons, the
understanding of personal meanings becomes prob-
lematic. For example, an anthropologist might need
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to spend decades immersed in, and systematically
studying, a different culture to be in a position to
interpret accurately the actions and traditions of
the participants.

There are numerous areas of health research
where involving the interpretation of personal
meanings is essential to ensure effective practices.
The following three examples illustrate areas where
qualitative field research can make strong contribu-
tions for clarifying personal meanings.

1. Understanding cultural differences between
health workers and clients. In countries such
as the US, Australia, Canada or the UK we live
in multicultural societies. There is persuasive
evidence that the way people experience their
bodies, or events such as childbirth, pain or ill-
ness depends to a large extent on their cuitural
backgrounds. When health practitioners miscon-
ceive their clients’ view concerning their iliness or
injury, the outcome may be erroneous diagnoses
and useless interventions. A particularly impor-
tant area of qualitative field research is to clarify
personal meanings of clients and therapists with
regard to health care problems, in an attempt to
improve communications and enhance treatment
outcomes.

2. Evaluating the effects of health care environ-
ments. Health care institutions, such as general
and mental hospitals, can be seen as ‘subcul-
tures' having strong influences on the lives of both
staff and clients. Persons with chronic illnesses
and disabilities requiring long-term care might
come to view themselves and their life situa-
tions from an ‘institutionalized’ perspective. The
development of critical theories in these areas is
particularly relevant for understanding the influ-
ences of health care environments. Research
findings in this area have been applied to devise
strategies to empower people such as those with
intellectual disabilities to live and participate in the
community.

3. Relating to people with neurological or
psychiatric problems. People diagnosed as
suffering from problems such as schizophrenia,
intellectual disability or brain disorders may, to
some extent, experience themseives and the
world in ways different from ‘ordinary’ people.
How such persons experience aspects of their
world is by no means obvious, as these clients
may demonstrate severe information-processing
impairments such as delusions, hallucinations or
memory problems, which may make it extremely
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difficult to establish empathic relationships.
However, in order to ensure that persons with
such severe impairments or disabilities are
treated appropriately and with understanding,
health professionals must learn to see things
from their perspectives. Qualitative field research
has provided evidence which has helped to
clarify the personal perspectives of people with
severe disabilities.

The above are some obvious examples where
qualitative research is appropriate for clarifying per-
sonal meanings, and enhancing understanding and
communication in health care settings. However,
personal meanings are relevant to all health care
situations, not only in the obvious areas discussed
above. The following exemplify questions which
are appropriately approached through field research
strategies:

° What is it like to have a speech disorder? In what
ways does it disrupt the person’s life, from their
points of view?

° How do caregivers interact with terminally ill
patients? How do health professionals experience
the death of a patient?

° How do health professionals break the news of
unfavourable diagnoses, such as heart disease, to
their patients? How are such situations seen from
the perspectives of the health professional or the
patients?

The integration of quantitative
and qualitative methodologies

When used jointly, quantitative research tools can
be particularly powerful. One of the authors has
conducted a study of how people evaluate pri-
mary health services (Thomas et al 1993). The
first step in this process was to conduct focus
group interviews with 20 groups of 8 participants
specifically selected from a wide range of ethnic
backgrounds, ages and sexes. The groups were
conducted by a facilitator who presented ques-
tions concerned with knowledge and opinions of,
and satisfaction with, health services. The discus-
sions were recorded and transcribed.

One set of analyses of the transcripts involved
consideration of everything that had been said
about the health services with regard to satisfaction



or dissatisfaction. This resulted in a range of sepa-
rate categories or themes. These themes, therefore,
were directly derived from the participants’ own
words and interpretations of their experiences.
The themes were then framed in the form of
questions that sought information from people
about their satisfaction and dissatisfaction with
health services. The questions were then incorpo-
rated into a questionnaire (see Ch. 9). When the
questionnaire was piloted with a sample of 500
people who attended several doctors’ surgeries
over a period of three weeks, it was found that
none of the participants nominated new factors
that affected their satisfaction and dissatisfac-
tion. Thus, the procedure used in developing the
questionnaire had very effectively captured how
people decided whether they were satisfied or dis-
satisfied with their health services. This study is
an example of where qualitative and quantitative
research methodologies can combine powerfully.
There are many productive ways for combining
quantitative and qualitative approaches to health

research. Interested readers are advised to consult
Tashakkori & Teddlie (1998).

The validity of qualitative
field research

It should be noted that the unstructured and
descriptive nature of the data collection proc-
ess in field research often sits uneasily with those
favouring ‘quantitative’ research strategies. The
major problem with the unstructured data collec-
tion techniques is that observer bias may cloud or
distort the data being collected. As previously dis-
cussed, there are well-known observer effects such
as the Rosenthal effect and the Hawthorne effect.
Structured data collection methods are most
likely to control for these effects, although there
are no guarantees that they will be eliminated.
Furthermore, the sampling processes involved
in qualitative field research are complex. Most
social phenomena are profoundly affected by their
participants. ‘Real’ situations may not reflect these
biases. An important issue in understanding quali-
tative research is the specific culture dependence
of the findings; what is true in one social setting
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may not be true in another. Also cultures change
with time. For example, the experiences of psy-
chiatric patients who lived in large closed mental
hospitals up to the 1970s might not be generaliz-
able to mentally ill people who nowadays live in
the community.

Therefore, as in other types of research, quali-
tative field studies also have to confront problems
of external and internal validity. Guba & Lincoln
(1983) recommended a variety of strategies to
ensure the validity and reliability of field studies.
These strategies included:

° asking subjects if the observations about them
are credible (believable)

o prolonged engagement by the observers to
minimize distortions caused by their presence

° triangulations, which involved pitting against
each other different data and theoretical
interpretations to provide cross-checks of
observations and interpretations.

There are many other ways for ensuring the
validity or rigour of qualitative research. These
more advanced issues can be explored in books
dedicated to qualitative research in health care
(e.g. Liamputtong Rice & Ezzy 1999).

Therefore, despite controversies in the area,
qualitative researchers pay considerable attention
to methodological issues to ensure the adequacy
(that is, validity and reliability) of their investiga-
tions. The situation is essentially no different from
quantitative research, although qualitative research-
ers take somewhat different steps to ensure the
accuracy and generalizability of their findings.

S_ummary

Qualitative research strategies include data collec-
tion which is aimed at understanding persons in
their social environments. Rather than generating
numerical data supporting or refuting clear-cut
hypotheses, field research aims to produce accu-
rate descriptions based on face-to-face knowledge
of individuals and social groups in their natural
settings. The role of the observer in this context
is crucial and usually involves physical and social
closeness between the subject and the observer.
Data collection involves objective and accurate
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reporting of the activities and appearances of per-
sons in their natural environments. As with other
strategies of research, investigators must pay
considerable attention to the external and inter-
nal validity of field research. We briefly looked at
some ways in which field researchers can cross-
check their descriptions in an attempt to ensure
the validity of their reports and interpretations.

Different research designs may be used to gen-
erate evidence of the same processes, although
from different perspectives. For instance, any
complex clinical phenomenon, such as schizo-
phrenia, may be studied using any of the research
strategies outlined in Chapters 4-8. To understand
the scope of the problems and the effectiveness of
the appropriate treatments, it is desirable to use a
variety of research strategies. Conversely, a com-
prehensive theory of a clinical problem should
generate any number of hypotheses within the
realm of the research strategies discussed in this
book. We will look at the analysis of qualitative
data in Chapter 21.

Self-assessment

Explain the meaning of the following terms:

critical theory

empathy
ethnomethodology
personal meaning
phenomenology
qualitative field research
quantitative research

True or false

1. Qualitative researchers focus on individuals
behaving in their natural environments.

2. According to Lofland (1971), the field researcher
should maintain a ‘distance’ from subjects in a
physical and social sense.

3. A problem with unstructured data collection
techniques is the possible distortion of the
evidence through observer bias.

4. The basic aim of qualitative research is to test
clearly defined hypotheses.
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5. It is essential in qualitative research to place
disadvantaged or oppressed people in a ‘good
light', to further their needs or causes.

6. Qualitative researchers need not concern them-
selves with issues of validity.

7. Qualitative research generally involves the use
of precision instruments to measure specific
subject variables.

8. Qualitative research generally produces intimate,
face-to-face knowledge of other individuals.

9. Phenomenologists are concerned with the
understanding of the nature of human
conscious experience.

10. Quantitative research produces data well suited
to the formulation of causal models.

11. Quantitative research is most appropriate for
interpreting personal meanings in social
settings.

12. Quantitative research is best suited to discover-
ing how biological systems work.

Multiple choice

1. Qualitative research involves:

a the testing of clear-cut hypotheses by
employing sophisticated measuring
instruments.

b empathy with subjects’ points of view

¢ structured data collection

d carrying out research in the open air.

2. Which of the following is not an example of
qualitative research?

a A researcher studying nursing conditions in
major hospitals spends a week working as a
nurse aide at Prince Henry’s Hospital.

b An anthropologist goes to live with a New
Guinea tribe to find out about their religious
practices.

¢ A psychologist studying therapeutic proc-
esses attends group therapy as a client.

d A speech pathologist compares two rival
methods of treatment for stuttering.

e A physiotherapy student spends a day in a
wheelchair and uses this experience to write
a report on some of the problems of the
physically handicapped.

3. Which of the following disciplines would most
likely employ qualitative designs?

a nuclear physics

b anatomy



¢ genetics

d sociology.

. The medical model, as discussed in Chapter 1,
is best supported by:

a qualitative field research

b quantitative research

¢ philosophical speculation

d all of the above.

. Which of the following is not a characteristic of
quantitative research?

a A holistic approach to persons.

b Precise definition of variables being studied.
¢ Prediction and control of phenomena.

d Theories including causal models.

Self-assessment

. An important basis of qualitative field research is:

a phenomenology

b numerology

¢ measurement theory
d the medical model.

. A psychiatrist is interested in research to identify

the relationship between brain dopamine levels
and the occurrence of specific well-defined
abnormal behaviours. This research would be:
a based on phenomenological principles

b a project in an ethnomethodological
framework

¢ aquantitative project
d best described as qualitative field research.

o1



Section Three

Discussion, questions

and answers

The health sciences clinical researcher has a rich
variety of research designs from which he or she
may choose, including the experimental survey,
single case and qualitative field approaches. Each
approach has its unique strengths.

The experimental and single case designs are
particularly suited to studies of the effects of
health interventions. These are studies that are
concerned with the clinical impact of adminis-
tering different types of interventions (or non-
interventions) upon people. In the classical
two-group experimental study, similar groups of
people are administered with either an interven-
tion or a non-intervention condition and their
outcomes are compared. The use of non-interven-
tion with people who are ill has moral and ethical
implications. So, often the experimental method
is used to study the relative effects of two or more
different types of intervention. There has been
an affinity between the professions where health
interventions are the norm and a form of enquiry
which also involves intervention (i.e. the experi-
mental and single case types of research design).
However, much high-quality health sciences
research involves other types of research design.

Sample surveys are frequently employed to
study the opinions of large groups of people con-
cerning health services and their experiences
of health and illness. Epidemiological research,
which is aimed at studying the distribution of

health and illness and associated risk factors in
populations, generally involves large-scale sample
surveys. These surveys often draw upon hospital
and other health agency records.

Qualitative field research involves the discip-
lined examination of the personal meanings of
individuals’ experiences and actions in the context
of their social environment. The emphasis in such
research is upon depth of interpretation rather
than extent of sampling. Therefore such studies
typically employ much smaller samples of partici-
pants than, for example, sample surveys.

It is useful to consider examples of the applica-
tion of the various techniques to the same type of
research questions.

Let us consider the situation of people with back
injuries associated with manual labour. The major
problem associated with back injuries is disabil-
ity arising from pain. In countries such as the US
and Australia older workers who come from non-
English-speaking backgrounds are over-represented
among people with these injuries. This is probably
because such people are over-represented in jobs
that have a greater risk of back injury and the
effects are cumulative over a long period.

Experimental example

Let us consider an example of where a clin-
ical researcher is interested in comparing the
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effectiveness of two alternate interventions for
the treatment of back injury. There are two com-
mon approaches: a conservative approach such
as physiotherapy, and surgery. So, if we took 20
workers with back injuries and, after random
allocation, 10 of them were treated with a con-
servative intervention such as physiotherapy, and
10 were treated with surgery, we could compare
their outcomes.

Toachieve a true experimental design, the people
need to be randomly allocated to surgery or phys-
iotherapy. Incidentally, to implement this proce-
dure in real life would require a lot of talking to
the relevant ethics committees. All the partici-
pants would have to volunteer.

As far as the measurement of the outcome is
concerned, most experimental studies would
employ a quantitative measure of outcome. For
example, the workers could fill in a pain ques-
tionnaire, perhaps on several occasions after the
interventions, in order to compare the outcomes
for the two groups. The use of a written question-
naire, especially if it is provided in English only to
people from a non-English-speaking background,
makes assumptions about the literacy of the par-
ticipants which may not be valid.

Natural comparison example

If the clinical staff had chosen the interventions
for the patients on a non-random basis, the study
as described above would be a natural comparison
study. Simply comparing groups does not mean
we have an experimental design. Otherwise, the
study could be structured in an identical fashion
to the experimental example described above.

Single case example

A single case design involves the administration
and withdrawal of interventions in a systematic
fashion in order to observe their impact upon
the phenomenon under study. The person in the
single case trial is usually challenged with varied
interventions to compare the effects of each. This
type of design closely approximates the nat-
ural clinical history of interventions with many
patients, particularly those with chronic illnesses.
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However, the interventions in a single case study
are structured much more rigorously.

In the present context, while it would be pos-
sible to administer and withdraw physiotherapy
and to have baseline phases of no treatment, the
surgical intervention cannot be withdrawn. Once
the surgery is done, it permanently and drastic-
ally changes the person’s body. Therefore a single
case example could involve the alteration of base-
line (no treatment) and physiotherapy and then,
as the last link in the chain of event, the surgery.
This is not a methodologically strong design, as
there could be carry-over effects from the previ-
ous interventions that interact with the surgery,
and the order of the administration of the surgery
could not be readily altered.

Survey example

An alternative way of conducting the study of
workers with back injuries would be to select a
large group of such people and survey them for
the different types of interventions they have
had for their injury. The outcomes for different
groups could then be compared because, as in a
natural comparison study, we can compare men
and women respondents. We could even give
them the same pain questionnaire as in the types
of study previously discussed.

Surveys do not, of course, necessarily involve
the use of questionnaires. One could bypass the
patients and survey their medical records (with
necessary approvals) using a coding schedule.
Alternatively, the information could be collected
in the form of a structured survey interview.

Qualitative field research example

An additional way of studying this issue would
be to conduct in-depth interviews with a small
number of injured workers to study their inter-
pretations of their situation. Workers who had
surgery, as well as those who had physiotherapy,
could be interviewed. The interviews would nor-
mally be recorded verbatim, transcribed and
then exhaustively analysed for the theoretical
constructs needed to describe the experiences
of the participants. The use of checklists, survey
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inventories, etc. is normally avoided, although it
is usual to have a list of issues to be introduced
by the interviewer. The respondents typically
describe their experiences and perceptions in
their own natural discourse.

In studies which use questionnaires, there is
limited interaction between the researcher and
the respondent. As suggested by their name, the
respondents respond to the questions framed
solely by the researcher. Such an approach can be
useful in eliciting factual information in an eco-
nomical manner. However, it places the respond-
ent in a relatively passive role. If the researcher
and the respondent do not share the same con-
structs, ideas, feelings and motives, the ‘wrong’
questions may be asked. Schatzman & Strauss
(1973, p. 57) note that the researcher ‘harbours,
wittingly or not, many expectations, conjectures
and hypotheses which provide him with thought
and directives on what to look for and what to
ask about.” The respondent in most questionnaire
studies has very little opportunity to contribute to
the research agenda. Generally, a token ‘any other
comments’ section is the extent of the invitation
for the respondents to contribute to this agenda.

Questions

1. What would be the ‘best’ design to study the
impact of physiotherapy and surgery upon the
pain of workers with back injuries?

2. If the participant has been measured frequently
over an extended time period, what type of data
analysis is required?

3. What type of research design does an epidemi-
ologist typically employ?

4. What special arrangements should be made for
participants in research studies with low literacy
in English?

5. Is it possible to use an experimental design with
in-depth interviewing techniques?

Answers

1. No doubt this question will generate much lively
debate. The authors’ view is that there is no single
best method to conduct such investigations. Each
of the methods listed has legitimate insights to
offer, each providing a perspective different from
that of the others, provided the study is con-
ducted well.

2. This type of design requires an analysis method
that can handle repeated measures data, i.e. this
is a repeated measures design.

3. Although they may use a variety of different
designs, the epidemiologist is likely to use large-
scale surveys, often of clinical records. The goal
of epidemiologists is to determine the patterns of
distribution of illnesses and their relationship with
risk factors. Although the modelling may be com-
plex, the research design is simple. Do a large
survey.

4. Clinical researchers who are often fluent in English
frequently do not make appropriate arrangements
for participants with levels of literacy in English
lower than their own. Such arrangements could
include the provision of interpreters, translated
instructions and questionnaires, and interviewers
to read the questions to the participants.

5. Yes, it is possible to do so; however, it is very
unusual. Experimenters typically employ quan-
titative outcome measures and researchers who
use in-depth interviews tend to be disinclined to
use experimental research designs. Perhaps both
could learn from each other?
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Data collection
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There are numerous methods available for data
collection. The appropriate methods are chosen
depending on the aims, design and resources of
the research project.

Questionnaires are commonly used with survey
designs. In Chapter 9, we examine a number of
ways in which we can draw up and validate ques-
tionnaires. There are different types of question-
naires, ranging from highly structured, standardized
scales to unstructured open-ended formats.

An interview (see Ch. 10) is, in a sense, a con-
versation between the interviewer and the person
being interviewed. As they require the presence
of an interviewer, this increases the cost and
effort needed to obtain data. The presence of
an interviewer may also influence the respond-
ent’s answers. Qualitative research studies often
employ in-depth interviewing techniques which
are preferably carried out in the ‘natural’ settings
(homes, hospital, etc.) in which the respondents
are living or receiving treatment.

2]
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115
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Observational methods are also commonly used
strategies for data collection. They may range from
highly structured observational protocols, indi-
cating precisely which behaviours or clinical signs
should be recorded, to unstructured records of the
experiences of participant observers, as used in
qualitative research.

Depending on how the data are recorded and
analysed, interviews and observations may be used
for both quantitative and qualitative research.
However, the use of instrumentation to produce
numerical data is most appropriate for quantitative
research. A variety of standardized measurement
instruments are now available for measuring bio-
logical and psychological functions (see Ch. 10).

Whatever data collection strategy is being used,
we must ensure that it is reliable (replicable)
and valid (accurate). Otherwise, as discussed in
Chapter 12, the measurement error due to unreli-
able and invalid data collection strategies may pre-
vent the researchers from achieving their goals.
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